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Abstract 
This thesis presents a behavioral modeling and schematic simulation methodology for 

top-down Lab-on-a-Chip (LoC) design. The methodology involves decomposing a 

complex LoC system into a small set of elements. Each of the elements is associated with a 

parameterized behavioral model that describes its electric and biofluidic behavior. Key 

issues addressed include schematic representation, behavioral multi-physics modeling and 

numerical and experimental validation.  

The modeling effort focuses on sample transport in LoC devices. Turn and Joule heating 

induced dispersion in electrophoretic separation chips are studied using the method of 

moments. The skew of the species band is effectively represented by a set of Fourier cosine 

series coefficients that are obtained analytically. These coefficients capture the effect of 

band skew on separation performance in various complex chip geometries (including 

multiple turns). Variations of sample concentration profiles in laminar diffusion-based 

micromixers are also derived using the Fourier cosine series representation. The model 

holds for arbitrary sample flow ratios and inlet concentration profiles, and accurately 

considers the overall effects of device topology, size and electric field on mixing 

performance. In addition, a simplified reaction model is developed and integrated with the 

separation and mixing models to perform system-level schematic simulations of an 

integrated LoC system. Simulation results at both element and system levels are validated 

against numerical and experimental data. Excellent accuracy (generally less than < 5% in 

relative error) and tremendous speedup (> 100 ×) have been achieved when compared with 

finite element analysis. The mixing model is also adapted to pressure driven flow and used 

to propose a novel concentration gradient generator design. The resulting modeling and 



simulation framework is a significant contribution to balancing the needs for efficiency and 

accuracy thus enabling iterative design of complex biofluidic LoC systems. 
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Chapter 1 Introduction 

1.1 Introduction 
Lab-on-a-chip (LoC) systems, also called Micro Total Analysis Systems (MicroTAS), 

have been a major research area over the past decade, due to their potential in a wide 

spectrum of applications in biology, biomedicine and chemistry. A LoC system can be 

thought of as a miniaturized chemical or biological workbench that integrates many 

functions (e.g., sample pretreatment, sample transportation, mixing, reaction, separation 

and detection) typically performed in an analytical laboratory. Miniaturized LoC systems 

offer advantages beyond conventional biochemical and clinical laboratories. A distinct 

benefit of miniaturized LoC systems is the dramatic (thousands of fold) reduction of 

sample consumption. Multiplex and multi-functional systems for fluidic handling, sample 

preparation, synthesis and analysis can be integrated for high-throughput assays. A high 

degree of automation relieves experimentalists from labor- and time-intensive biochemical 

characterization processes and hence allows more precise and reproducible analysis. Most 

significantly, miniaturization drastically improves analysis characteristics (e.g., shorter 

analysis time and higher separation performance) and even achieves innovative 

applications that are not otherwise attainable.  

A variety of state-of-the-art biomedical and biochemical integrated devices have been 

successfully demonstrated in applications ranging from drug discovery, drug delivery and 

clinical diagnostics, to DNA and protein analysis, immunoassays and flow cytometry [1]. 

Indeed, there is enormous commercialization potential for LoC technology. The LoC 

market has increased from $ 400 million in 2000 [2] to $ 2 billion in 2004 and is projected 
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to rise to $ 5 billion by 2009 [3]. A host of LoC-based biotech companies such as 

Affymetrix, Caliper, Cepheid, Fluidigm, Micronics and Nanogen have developed their own 

LoC systems in the drug discovery, genomic analysis, proteomics and cellomics sectors [4]. 

Large electronics companies such as Agilent, GE, Hitachi, IBM, Intel and Texas 

Instruments have also been attracted to LoC technology.  

While LoC technology holds enormous potential, its promise in delivering the low-cost, 

low-volume and application-specific integrated systems has not yet been fulfilled, primarily 

because of the technical difficulties and extremely long development cycles involved in 

microsystem design [5, 6]. This issue becomes even more acute for large-scale microfluidic 

integration and automation, which is considered a major trend for the next generation LoC 

devices. In the next section, fundamental problems and technical challenges that act as a 

bottleneck to rapid LoC design will be examined.  

1.2 Motivation 

1.2.1 Limitations of Existing LoC Design Approaches 
Currently two approaches are commonly used in biofluidic chip design: experimental 

and numerical. The experimental approach starts off with the designer making a rough 

conceptual schematic of the design and writing basic equations to ensure the design 

feasibility. After being satisfied with the schematic, the designer proceeds to physical 

layout, which is then sent to fabrication. As there is no simulation-based verification of the 

chip prior to fabrication, this approach often results in non-functional chips. Errors (e.g., 

insufficient mixing and low electrophoretic separation resolution) detected during the 

characterization of the fabricated chip are used to instruct the chip redesign. Thus, this 

design methodology is based on a fabrication-design loop, which is extremely expensive 
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and time-consuming. Typically, customized chip design can take several months to a year, 

which is prohibitive to medium-size and small biotech companies and academic 

laboratories.  

A new option to verify the physical layout before fabrication through numerical 

simulation has emerged over the past few years. This process involves translation of the 

chip layout into a solid model via a process simulator, followed by meshing and then 

continuum simulation [7-12]. This simulation-based verification leads to a cheaper iterative 

simulation-design loop. However, a series of issues associated with the numerical approach 

still preclude it from being employed as an effective tool for biofluidic LoC design. For 

example, it is difficult for numerical simulations to provide adequate insight into the multi-

physical phenomena within LoCs, such as the dispersive skew effects caused by 

electrophoresis turns, mass transfer regimes of Joule heating induced band-broadening in 

electrophoresis and slow molecular diffusion-based mixing. Hence, the designer’s 

understanding of the candidate design is based on simulation data rather than on functional 

behavior of the system, generally leading to a large number of repetitive and poorly-

targeted simulations.  

The most serious issue of the numerical approach arises from its demanding 

computational overhead (e.g., CPU time, memory requirements and expertise). As the 

numerical approach solves the discretized transport equations, fine meshes and time steps, 

and expert knowledge of numerical algorithms are often required to ensure the solution 

convergence and accuracy (e.g., minimizing the error of numerical diffusion [9]). When 

transient and three-dimensional multi-physics problems are involved, numerical analysis 

can become intractable. For example, a solution of 3D Joule heating dispersion by a Finite 
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Element Method (FEM) tool can cost 4 days and 4 GB of physical memory [13], and a 

steady-state flow solution of a 3D low-voltage electroosmotic pump can devour 18 GB of 

physical memory [14]. Such computational cost is prohibitive for system-level design of 

complex LoC systems.  

An additional issue associated with numerical simulation is that solid models need to be 

regenerated when layout geometries are modified during iterative design loops, further 

aggravating the design burden. 

1.2.2 LoC Design Trends 
Large-scale microfluidic integration (e.g., integrated multiplex and multi-functional 

LoCs) that enables high-throughput and fully-automated biochemical assays is a major 

trend for the next generation LoC.  

a

b c

a

b c

 
Figure 1-1. (a) Layout of the 384-channel capillary electrophoresis bioanalyzer. (b) 
Enlarged view of a single channel with injector. (c) Enlarged view of the injector design 
and sample reservoirs [15]. 
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To illustrate this trend, consider two different design examples: a multiplex and a multi-

functional integrated LoC. Figure 1-1 illustrates a multiplex genotyping chip consisting of 

384 electrophoresis subsystems operating simultaneously and independently to achieve 

high throughput. Figure 1-2a depicts an integrated multi-functional (mixing, reaction, 

injection and separation) immunoassay LoC system. Figure 1-2b illustrates another 

immunoassay LoC device that has both multiplex and multi-functional system complexity. 

Numerical analysis of such chips involves repetitive and arduous solutions of multi-physics 

(e.g., electrostatics, fluidics, sample transport, reaction and heat transfer) and disparate 

operational phases (e.g., continuous-flow mixing-reaction and transient separation analysis). 

Given that the existing design methodologies are computationally intractable for today’s 

small designs, there is no potential for their use in answering the types of questions that 

designers of such complex integrated biochips may have. 

a ba b  
Figure 1-2. (a) An integrated competitive immunoassay microchip, consisting of mixing, 
reaction, injection and separation subsystems [16]. (b) A multiplex immunoassay 
microfluidic device consisting of six independent mixing, reaction, injection and separation 
manifolds operated simultaneously and in parallel [17].  
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1.2.3 LoC Design Needs 
LoC design is typically an iterative process. In each iteration, the designer wishes to 

assess the quality of the candidate design through performance evaluation. From the above 

description of biochip design methodologies and trends, we can identify the ideal 

characteristics of the performance evaluation techniques needed to answer the design 

questions that a biochip engineer may have: 

 Ability to handle system complexity 

LoC designers are integrating longer channel networks with multiple functions (e.g., 

separation, mixing and reaction) and arraying such networks onto a single multiplex LoC 

as shown in Figure 1-1 and Figure 1-2. Therefore, emerging design aids need to handle 

such types of complexity in LoCs.  

 Ability to handle physical phenomena from multiple domains  

Physical phenomena from multiple domains co-exist and interact within each LoC. In an 

electrokinetic LoC, for example, there is bulk fluidic transport that can be characterized 

using electric current and flow rate. Therefore LoC design aids must handle electric and 

fluidic state during simulation.   

 Ability to handle local non-ideal sample transport 

Performance limitations in biofluidic LoCs tend to be governed by non-ideal sample 

transport. In LoCs that integrate electrophoretic separation, skew in species band limits 

separation resolution. Mixing, which is typically diffusion-limited in many LoC designs, 

often involves non-uniform sample concentration profiles in the channel networks. 

Therefore, non-ideal sample transport phenomena such as the band skew and non-

uniformity in the sample concentration must be accurately captured.   
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 Fast evaluation speed 

Design is an iterative process. Therefore, fast simulations are desirable to speed up the 

entire design flow.  

 Adequate accuracy 

Performance evaluation in the iterative design is used to characterize the impact of 

changes in candidate design topologies and sizes. Therefore simulation accuracy, in 

comparison to both detailed numerical analysis and experimental characterization is 

important.  

 Model reusability 

Design typically involves modifying the channel network, channel geometry, material 

and operational parameters. Therefore, parameterized models that enable reusability are 

essential.  

1.3 Approach 
In this thesis, a behavioral modeling and schematic simulation methodology for top-

down design of integrated biofluidic LoC systems that meets all the requirements 

mentioned above is presented. In contrast to numerical simulation, a hierarchical modeling 

approach is explored, inspired by the system hierarchy existing in all integrated biofluidic 

LoCs. A complex system can be functionally and geometrically decomposed into a 

collection of commonly used elements. This provides a potent means of handling system 

complexity. Non-ideal sample transport, such as the skewed electrophoretic species band 

and non-uniform transverse mixing concentration profile in constituent elements, is 

effectively represented by a set of Fourier cosine series coefficients that are obtained from 

analytical solutions of the convection-diffusion equation without resorting to any existing 
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macromodel or analogy between fluidic and sample transport. The models are in closed-

form and parameterized by material, geometrical and operational parameters, offering 

reusability and fast evaluation speed. The use of hierarchical decomposition to develop a 

network representation for LoCs requires communication between adjacent elements. This 

is enabled by defining electric and biofluidic pins at element terminals to capture local 

physical state. Kirchhoff’s law and signal flow network theory are employed to 

respectively calculate the electric, fluidic and sample transport state throughout the network.  

1.4 Thesis Scope 
This thesis is focused on the modeling and simulation of key sample preconditioning, 

synthesis and analysis components (e.g., mixers, reactors, separators and detectors) in LoC 

devices driven by electrokinetic flow, as well as systems that integrate all these functions. 

The methodology can be readily extended to pressure driven flow with proper modification 

of the driving velocity fields in the multi-physics models. The analog network abstraction 

of LoCs is not applicable to microarray and digital microfluidics (see Section 2.1 for 

categorization of LoC) due to their fundamentally different operational principles.  

1.5 Thesis Organization 
The thesis is organized as follows. Chapter 2 briefly categorizes LoC devices, 

introduces electrokinetics fundamentals and surveys the state-of-the-art modeling and 

simulation efforts for biofluidic LoC devices. Chapter 3 proposes the behavioral modeling 

and schematic simulation methodology, in which the hierarchical system representation and 

modeling formulation are discussed in detail. Chapter 4 and Chapter 5 respectively present 

the models of turn and Joule heating dispersion for system-level simulation of 

electrophoresis microchips along with numerical and experimental verification. Behavioral 
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modeling and schematic simulation of electrokinetic laminar diffusion-based micromixers 

are developed in Chapter 6. In Chapter 7, a simplified model for immunoassay reactor is 

presented and integrated with the models that have been described (e.g., mixer and 

separator) for system-level simulation of a competitive immunoassay microchip. Chapter 8 

extends the mixer modeling from electrokinetic to pressure driven flow and proposes novel 

biofluidic devices, concentration gradient generators that are particularly useful to cell 

analysis. Finally, the thesis concludes with summary and future work in Chapter 9.  
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Chapter 2 Background  

2.1 Lab-on-a-Chip Systems 
This section reviews and categorizes existing LoC devices. In general, LoCs can be 

classified into two main categories: microarray-chips and microfluidics-based chips.  

2.1.1 Microarrays 
Molecular biology has been one of the most active LoC application areas. Traditional 

molecular biological methods analyze genes and their products (i.e., RNA and proteins) 

within an organism in a low-throughput manner limiting their ability to obtain an overview 

of gene composition and function. DNA microarrays [18-20], have introduced an 

innovative means to examine the whole genome on a single chip so that researchers can 

capture the interactions among thousands of genes simultaneously.  

DNA microarrays are used to directly compare the amount of each gene among different 

samples in a miniaturized and high-throughput fashion. The principle is illustrated in 

Figure 2-1. The labeled cDNA (by fluorescence of different colors) prepared by reverse 

transcription of the messenger RNA extracted from each cell population is mixed, 

incubated and hybridized with probes (spots for DNA hybridization reaction) on the 

microarray. Each probe represents a specific gene. Regardless of their fluorescent labels, 

the cDNA sequence representing a unique transcript selectively binds with the 

corresponding gene pair on the array probe. Thus, the relative amount of the transcript from 

each individual gene of different cells is manifested by the intensity of the labeling 

fluorescent colors measured at the array probe.  
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Figure 2-1. Gene expression analysis using a DNA microarray [21], in which mRNA 
samples from vegetative and sporulating yeast cells are compared.  

Therefore, the techniques for fabricating the microarrays and spotting the probes with 

high selectivity and efficient hybridization reactions, robust and low-noise detection by 

fluorescence scanning/imaging or mass spectroscopy, and accurate post-processing of the 

complex data into useful information are desired during the design [22].  

Microarray technology later has also been extended to proteomic research [23, 24], 

specifically for protein identification and quantification (e.g., miniaturized and parallelized 

immunoassays), protein interaction analysis (e.g., protein-protein interactions, enzyme-

substrates assays, protein-DNA interactions), as well as cell analysis in gene activities, 

protein expression and cell surface molecules [23]. 

2.1.2 Microfluidic Lab-on-a-Chip Systems 
Depending on the sample size and transportation mechanism, microfluidics can be 

divided into two domains: digital and continuous-flow microfluidics. Here, sample refers to 

the species of interest or their mixture involved in the preconditioning, synthesis and 

analysis functions in a LoC. In contrast to microarrays, transport phenomena (e.g., 



 

 

12

electrical, fluidic, thermal and sample) in microfluidic chips are of primary interest and 

pivotal to system performance.  

2.1.2.1 Digital Microfluidics 

In digital microfluidics, the sample is transported in terms of a single immiscible gas 

bubble or a liquid droplet within the bulk fluid (e.g., water droplets immersed in an oil pool, 

where water is sample-carrying liquid and oil is bulk liquid), or the size of the species 

particles is comparable to the transverse channel dimensions (e.g., cell in a microchannel). 

The underlying mechanism for forming and driving the droplets and particles are very 

diverse [25-27], including capillary effects (e.g., chemically [28] and thermally [29] 

induced surface tension gradients, or capillary pressure different due to chemically non-

uniform surfaces [30, 31], electrowetting on dielectric substrates [32-36] and thermal 

gradient [37]) and dielectrophoresis [38-40]. Among them, electrowetting on dielectric 

(EWOD) and dielectrophoresis have found broad LoC applications.  

In EWOD, a chemically inert and dielectric layer separates the electrolyte and electrode 

surface, eliminating the direct electrochemical interaction between the electrolyte and 

electrode. The inert layer also minimizes the experimental complications due to residuals of 

oxide layers and contaminants on electrode surfaces from the fabrication process. A voltage 

is then applied between one end of a droplet and the electrode underneath to reduce the 

local surface tension, which induces pressure difference between the ends of the droplet 

and then drives the droplet. Complete bio-processing functions such as droplet creation, 

transportation, merging and cutting have been successfully demonstrated [36, 41] (Figure 

2-2). More recently, peptide and protein analysis [42] and a colorimetric enzymatic glucose 

assay on serum, plasma, urine, and saliva [43, 44] on EWOD chips have been reported.  
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Dielectrophoresis (DEP) [38, 40, 45] refers to electromechanical forces exerted on an 

electrically neutral but polarizable particle due to the induced dipole when subjected to a 

non-uniform electric field. DEP has been found especially effective in spatially 

manipulating cells [46-53], separating cells of different types (e.g., mixtures of bacteria, 

viable and unviable cells, cancerous and normal cells, and red and white blood cells) [39] 

as well as generating and processing fluid particles [54]. 

 
Figure 2-2. Droplet operations in a digital EWOD fluidic circuit [41]. (a) and (b): droplet 
creation; (c) droplet cutting; (d)-(f): droplet transportation; (g)-(i) droplet merging and 
collecting.   

2.1.2.2 Continuous-Flow Microfluidics 

 In continuous-flow microfluidics, sample-carrying fluid continuously flows through 

microchannels (rather than a discretized and immiscible droplet). The sample’s spatial 

distribution within the system can be collectively represented by a scalar value, 

concentration. Continuous-flow microfluidics-based devices have been actively and 



 

 

14

extensively investigated in a variety of fields. In this subsection, continuous-flow 

microfluidic devices are categorized by their functions.  

Fluid handling 

Fluid handling refers to pumping and switching fluid within microchannel networks 

either by external devices (e.g., syringe pumps) or micro-fabricated pumps. Since fluid 

handling supporting sample transportation is needed in all biofluidic LoC devices, it has 

been studied most extensively [55-57]. Micropumps can be categorized into valve-type and 

valveless pumps [55]. Valve-type micropumps count on the reciprocating movement of a 

flap (e.g., diaphragm-ring mesa, cantilever and tethered plate) [55, 57] to propel the liquid, 

usually actuated by piezoelectric, thermo-pneumatic, pneumatic and electrostatic forces. 

Valveless micropumps include electrohydrodynamic (EHD), electroosmotic (EOF) and 

magnetohydrodynamic (MHD) pumping approaches [55, 57] that do not need moving parts 

and result in simple fabrication processes. In addition, bioanalytical devices taking 

advantage of gravity [58], capillary force [59, 60] and centrifugal pumping [60, 61] also 

have been reported.  

Sample preconditioning 

A key challenge for biomolecular assay design is to properly precondition the sample 

before the assay itself [62]. Sample preconditioning includes preconcentration, removing 

interfering species and increasing the concentration of the species of interest; dilution, 

diluting the species with buffer solvent to a single or an array of desired concentrations; 

and gradient generation, generating desired streamwise or widthwise species concentration 

gradients. Figure 2-3 shows a microfluidic H-filter in which a “receiver” and a sample 

stream flows side by side. The filter operates on the basis of the different diffusion rate of 

molecules with disparate molecular weights. Small molecules diffuse from the sample 
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stream to the “receiver” stream, while almost all large molecules remain in the original 

sample stream leading to a higher relative concentration.  

Sample

Receiver

Sample

Receiver

 
Figure 2-3. H-Filter schematic. Small molecules are removed from the sample stream 
leading to a higher relative concentration of large particles [63]. 

Field amplification stacking (FAS) [64] is another very effective approach to magnify 

the sample signal in both capillary [65-67] and microchip [68, 69] electrophoresis. A high 

electric field within an injected sample plug is used to rapidly drive and stack charged 

molecules at the ends of the plug to achieve preconcentration. Recently, an 

electropherogram signal increase by a factor of 1100 in the electrophoretic separation of 

fluorescein and Bodipy has been reported [70].  

In contrast to preconcentration, complex mixing networks to obtain continuously diluted 

sample concentrations along flow direction based on repeated mixing units in both 

electrokinetic [71] and pressure driven flow [72] have also been presented for parallel bio-

analysis (e.g., immunoassay [72]). Tree-like microfluidic networks that continuously split, 

mix and recombine samples [13, 73, 74] using stacked branch channels (Figure 2-4a) have 

also been proposed to create desired widthwise concentration gradients (e.g., linear and 

parabolic in Figure 2-4b) for cell chemotaxis [75, 76] and microfabrication [73]. 
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a
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Figure 2-4. (a) A microfluidic device used to generate widthwise concentration gradients of 
red and green samples. (b) The generated linear and parabolic gradients [74]. 

Mixing and reaction 

Mixers and reactors are the key synthesis components in biofluidic LoCs. They combine 

and convert samples and reagents into products for further analysis. At the microscale, 

laminar diffusion is the dominant mixing mechanism, which is not efficient and often 

impairs the synthesis and analysis quality promised by LoCs. Therefore, numerous mixing-

enhancement techniques have been proposed, which are summarized in Figure 2-5. 

Micromixers can be classified into passive and active micromixers [77, 78]. Passive mixing 

relies on spontaneous molecular diffusion; hence it can be improved by increasing the 
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contact surface area and shrinking diffusion distance between different sample streams (e.g., 

lamination, injection, chaotic advection etc.). Active mixers rely on external energy (e.g., 

pressure, electrohydrodynamic, dielectrophoretic, magnetohydrodynamic, acoustic, thermal, 

piecoelectrically vibrating membrane and impellers [77, 78]) to induce stochastic 

disturbances of sample-carrying buffer to speed up mixing. Although active mixing is 

faster and more effective, it typically involves more complicated fabrication processes 

which can be difficult to integrate with the other functions needed for a complete LoC.  

 
Figure 2-5. Mixing techniques used in microfluidic LoC systems [77]. 

A variety of microreactors for both inorganic and organic syntheses have been 

successfully demonstrated in combinatorial chemistry, drug discovery and fundamental 

gene study. Depending on the synthesis contents and applications, the on-chip reactions 

most commonly performed are chemical, enzymatic, PCR, immunoassay, post- and before-

column labeling reactions [79]. The reactor material, structure and fabrication process are 

also distinctly different [80, 81]. In some circumstances, appropriate activations, such as 

catalyst, heat or light can be integrated onto chips or exerted from the outside to initiate or 

expedite the reaction [79, 80].  
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Separation-based analysis 

Eventually, reaction products need to be separated and analyzed. One of the most 

effective and prevalent on-chip analysis approaches is electrophoresis. As most 

biomolecules in aqueous buffer are electrically charged, electrokinetic LoCs integrating 

electrophoresis can be readily operated by adjusting reservoir voltages. Simply speaking, 

electrophoresis is the movement of charged species under an electric field. Biomolecules 

(e.g., different amino acids or DNA) with different charges or sizes move at different 

speeds and can be separated (Section 2.2.1). As supporting platforms, glass and quartz are 

the most widely used substrate materials attributed to their stable electroosmotic flow 

characteristics, favorable transparency for optical detection and reliable electrical insulation. 

Currently, electrophoresis-based analysis is mostly applied in protein analysis, DNA 

studies and immunoassay diagnostics, which will be described in detail in the next 

subsection. 

2.1.2.3 Applications of Integrated LoC Systems Based on Continuous-Flow 

Microfluidics 

A total analytical LoC integrates both synthesis and analysis functions to improve its 

throughput and minimize the manual effort and associated errors. Presently, the dominant 

application fields of integrated LoC systems based on continuous-flow microfluidics 

include DNA and protein analysis and immunoassays.  

Integrated LoCs for DNA analysis 

Since the first electrophoresis microchip was invented [82], DNA analysis (e.g., PCR 

reaction, DNA sequencing) has attracted significant attention in LoC community and 

continues to be on the active area [83]. A huge amount of research has been directed 

towards achieving high-throughput electrophoresis in a single chip [15, 84] or combining 
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capillary electrophoresis with other functions, such as restriction enzyme reactions [85, 86], 

electrochemical detections [87, 88], injection [89] and PCR [90-93] to attain a fully 

integrated and independent device. Figure 1-1 shows the schematic of a 384-channel 

capillary array electrophoresis bioanalyzer for genotyping [15]. In such a system, all DNA 

samples can be injected, separated and detected in less than 325 seconds. Ref. [94] also 

reports a miniature and highly integrated device for genetic assays. The multiple steps of 

extracting and concentrating nucleic acids, PCR amplification, enzymatic reactions, 

labeling, dilution and hybridization are all automated. 

Integrated LoCs for protein analysis 

Relatively speaking, the development of LoCs for protein analysis is less mature than 

for DNA. Additional technology and effort that integrate the protein analysis processes 

(e.g., extraction, separation, digestion and mass spectrometry) [95] are needed. 

 
Figure 2-6. Schematic of a protein analysis microchip integrating an enzymatic reaction 
bed and an electrospray ionization interface to mass spectrometer and electrophoresis [96].   

Recently, several highly integrated LoCs have been successfully demonstrated in this 

area. Ref. [97] reports integrating the microdialysis membrane into a protein analysis chip 

for desalting and purifying samples. Isoelectric focusing has also been employed in both 

glass [98, 99] and plastic [100, 101] microfluidic devices for protein purification and 
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separation. To speed up digestion efficiency, a membrane reactor [102], a porous surface 

[103] and ensembles of beads [96] with immobilized enzyme have been fabricated and 

integrated on-chip. Figure 2-6 shows an integrated protein analysis microchip, in which the 

integrated bead-based enzymatic reaction bed, micro-fabricated electrospray ionization 

interface (ESI) to mass spectrometer and electrophoresis are all integrated  [96]. 

Integrated LoCs for immunoassay analysis 

An important application area for immunoassay microchips is clinical diagnostics, 

where a large number of repetitive, labor- and time-intensive steps are involved. Therefore, 

the integrated biofluidic LoCs with a high-degree of automation and fast analysis are 

particularly suited to this application. Early immunoassay analysis focused on on-chip 

electrophoretic separation, while time-consuming mixing, incubation and reaction were 

performed off-chip [104-106]. The first immunoassay microchip combining all steps of 

mixing, incubation, reaction, injection, separation and detection was achieved by Chiem et 

al [16]. Later, six parallel manifolds of integrated immunoassay LoC systems were 

fabricated in a microfluidic wafer and operated simultaneously [17]. In addition, an 

immunoassay microchip with integrated pre-column reactions and electrophoretic 

separations was also developed [107]. In addition to homogeneous (solution phase) 

immunoassay reactions, heterogeneous (surface phase) immunoassay reactions have also 

been realized in Refs. [108-111], in which efficient bead-based reactors precoated with 

antibody are exploited.   

From the survey, it can be found that electroosmotic flow, using electric field and 

electrokinetic injection to generate and control bulk flow with minimal analyte dispersion, 

is most preferred in biofluidic LoC systems attributed to its prominent amenability to 

electrophoretic separation and accurate flow control (~1 % accuracy) in the nanoliters-per-
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second domain. Therefore, electrokinetic flow-based fluid handling, sample 

preconditioning, mixing and reaction, and separation will be the primary modeling focus in 

this thesis. Specific efforts will be directed toward the electrophoretic separation 

microchips and laminar diffusion-based micromixers as they are commonly used in LoCs. 

A preliminary study of competitive immunoassay reaction will also be presented to 

demonstrate the capability to integrate these models for system-level simulation of an 

integrated LoC. Finally, the electrokinetic mixing model will be extended to pressure 

driven flow to propose and design a novel sample preconditioning device, the concentration 

gradient generator. Figure 2-7 illustrates the categorization of LoC devices and those 

investigated by this thesis (underlined terms). 
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Figure 2-7. Categorization of lab-on-a-chip devices. 
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2.2 Theoretical Background 
This section describes the theoretical fundamentals needed to develop the models and 

simulation capabilities in the following chapters.  

2.2.1 Electrokinetics 
Electrokinetic (EK) transport includes four phenomena: electroosmosis, electrophoresis, 

streaming potential and sedimentation potential [112]. Among them, electroosmosis and 

electrophoresis have found extensive applications in biofluidic LoC systems. 

Electroosmosis, or electroosmotic flow (EOF), refers to the bulk movement of liquid past a 

stationary charged solid surface (e.g. a capillary or a microchannel) driven by an externally 

applied electric field. Electrophoresis is the movement of a charged particle submerged into 

stationary liquid under an external electric field. Since both transport mechanisms arise 

from an electric double layer (EDL) [112, 113], a brief introduction to EDL is given first.  

2.2.1.1 Electric Double Layer (EDL) 

In general, when a liquid solution comes into contact with a solid surface, the surface 

may become electrically charged by several mechanisms. Particularly, in the case of 

aqueous electrolytic solutions interfacing with glass microchannels, the silanol groups on 

the glass surface deprotonate [56],  

 SiOH SiO H− +↔ +  (2.1) 
 

The extent of deprotonation depends on the local pH value and the ion concentration of 

the solution. The resulting negatively charged surface attracts positively charged ions 

(counter-ions) in the solution, but repels the ions of the like-charge (co-ions). In the region 

close to the wall, ions distribute in two parallel layers: the Stern layer and the Guoy-

Chapman layer [112, 113]. The immobile counter-ions adsorbed to the wall form the Stern 

layer, while the Guoy-Chapman layer is comprised of the diffusive and mobile counter- 
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and co-ions that can be moved upon the application of an external electric field. The shear 

plane separating the Stern and Guoy-Chapman layers is the location of the fluid motion's 

no-slip condition. The potential at the shear plane is called the zeta potential ζ. A sketch of 

the induced potential in the EDL is shown in Figure 2-8. The magnitude of the potential 

decays away from the wall, and the bulk liquid far from the wall is assumed net neutral. 
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Figure 2-8. Sketch of the Electric Double Layer (EDL) and zeta potential ζ [56]. 

At equilibrium, the concentrations ci of both counter-ions and co-ions in the Guoy-

Chapman layer are governed by a Boltzmann distribution [112, 113], resulting from the 

balance between electrostatic force and thermal diffusion, which is shown in Eq. (2.2), 

 , exp i
i i

g

Z Fc c
R T

ψ
∞

⎡ ⎤−
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 (2.2) 

 
The electrical charge density ρ in the Guoy-Chapman layer is given by 

 i i
i

Z Fcρ = ∑  (2.3) 

 
where Zi is the valence number of the ith specie, c∞,i the concentration of the ith species in the 

bulk solution, F Faraday’s constant, Rg the ideal gas constant, T the absolute temperature 

and ψ  the electric potential induced by the EDL and described by Poisson’s equation in Eq. 

(2.4), 
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 2

ε
ρψ∇ = −  (2.4) 

 
where ε is the electrical permittivity of the liquid solution within the Guoy-Chapman layer. 

Substituting Eqs. (2.2) and (2.3) into (2.4) and assuming an aqueous and symmetric 

univalent  electrolytic solution yields, 

 2 2 sinh
ε g

FZc ZF
R T

ψψ ∞
⎛ ⎞−

∇ = ⎜ ⎟⎜ ⎟
⎝ ⎠

 (2.5) 

 
The detailed solution to Eq. (2.5) is available [113, 114]. However, to estimate the 

Guoy-Chapman layer thickness, also known as the Debye length λD, the Debye-Hückel 

approximation is invoked by assuming 1
g

ZF
R T

ψ−  (i.e., ψ ≤ 25 mV). Hence, 

( )sinh g gZF R T ZF R Tψ ψ− ≈ − and Eq. (2.5) can be recast as 
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and  
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λD can be treated as an approximate thickness of the entire EDL due to the negligible 

Stern layer (usually only an ion diameter thick). Because the electrolytic solution (or called 

buffer solution) in microfluidic systems usually is aqueous, it has the similar properties as 

water. Given constants: -1 -18.314 J kg KgR = , -196485 C molF = , 107.08 10ε −= ×  CV-1m-1 

and 298 KT = , Table 2-1 shows the typical values of λD
 for several different electrolyte 

concentrations and valences. It can be seen that the Debye length typically ranges from 
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0.1~10 nm and is negligible compared with the transverse microchannel dimensions in 

biofluidic LoC devices (10~100 µm).  

Table 2-1. Debye length λD for typical electrolytic buffer solutions [113] 
 Symmetrical electrolyte Asymmetrical electrolyte 

Molarity Z+ : Z- λD (m) Z+ : Z- λD (m) 
0.001 1:1 9.61×10-9 1:2, 2:1 5.56×10-9 

 2:2 4.81×10-9 3:1, 1:3 3.93×10-9 
 3:3 3.20×10-9 2:3, 3:2 2.49×10-9 

0.01 1:1 3.04×10-9 1:2, 2:1 1.76×10-9 
 2:2 1.52×10-9 3:1, 1:3 1.24×10-9 
 3:3 1.01×10-9 2:3, 3:2 7.87×10-10 

0.1 1:1 9.61×10-10 1:2, 2:1 5.56×10-10 
 2:2 4.81×10-10 3:1, 1:3 3.93×10-10 
 3:3 3.20×10-10 2:3, 3:2 2.49×10-10 

 

2.2.1.2 Electroosmosis 

When an electric field is applied axially along a microchannel filled with a buffer 

solution, the counter-ions with a high concentration in the double layer feel a force and 

begin to move, which dominates any opposing drag caused by co-ions. Therefore, the net 

force drags all the liquid within the channel and quickly forms flow as shown in Figure 2-9, 

where y is the coordinate normal to the channel wall and E is the externally applied electric 

field in the axial x-direction. 
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Figure 2-9. (a) A plug velocity profile of EOF. (b) A species band driven by EOF 
(numerical plots). 
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The velocity field around the channel wall can be assumed steady state and close to a 

half-infinite plane. The Navier-Stokes equation governing the electroosmotic flow velocity 

u (without considering pressure driven flow) is then given by  

 
2

2η d u E
dy

ρ= −  (2.8) 

 
where η is the dynamic viscosity of the buffer solution, u is independent of x coordinate if 

the applied E is axially uniform. As described above, the Debye length λD is rather small 

compared with the transverse microchannel dimensions (10~100 µm), thus boundary 

conditions used to solve Eq. (2.8) are 
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0
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 (2.9) 

 
Substituting Eq. (2.4) into Eq. (2.8) and then integrating Eq. (2.8) twice yields, 

 εζ
η eof
Eu Eµ= =  (2.10) 

 
Eq. (2.10) is known as Helmholtz-Smoluchowski equation and shows that the velocity 

profile of EOF is plug-shaped, provided the Debye length λD is small. This is confirmed by 

Figure 2-9b where a transversely uniform concentration profile of a species band driven by 

electrokinetic flow is observed. An EOF mobility µeof, the ratio of the buffer flow velocity 

to the applied electric field, is also defined, which is dictated by the buffer properties (ε and 

η) as well as the interaction between buffer solutions and channel walls (ζ). 

2.2.1.3 Electrophoresis 

When charged particles are submerged into an electrolytic buffer solution, they will 

attract the counter-ions and repel the co-ions in the buffer to form the EDL just like the 
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electroosmosis description (Section 2.2.1.2). However, different from electroosmosis, in 

the presence of an applied electric field, a net force is exerted on the suspended particle and 

causes it to move. In this subsection, the velocity of the electrophoretic motion will be 

analyzed. 

Because of the wide range of particle sizes, two limiting cases are taken into account: 

D aλ  and D aλ , where a is the radius of the charged particle.  

When D aλ , the particle can be treated as a point charge in an unperturbed electric 

field strength E and the electrostatic and Stokes drag forces are balanced, leading to 

 6 ηsQ E uaπ=  (2.11) 
 
where Qs is the total surface charge around the particle and can be found from the 

conservation of electric charges [113], 

 4sQ aπ= εζ  (2.12) 
 

Combining Eqs. (2.11) and (2.12) yields 

 2
3
εζ
η ep
Eu Eµ= =  (2.13) 

 
Eq. (2.13) is known as Hückel equation, and an electrophoretic mobility µep, the ratio of 

the electrophoretic velocity of the charged particle to the external electric field, is also 

introduced. Note that ζ in Eq. (2.13) is the zeta potential in the EDL of the charged particle 

rather than that at the microchannel wall.  

When D aλ , the particle can be considered as a half-infinite plane relative to the EDL 

and treated in the same way as EOF,  

 εζ
η ep
Eu Eµ= =  (2.14) 
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When λD and a are comparable, µep varies between the two limiting cases [115].  

2.2.1.4 Similarity between Electric Field and Electrokinetic Flow 

It should be pointed out that Eq. (2.10) provides a very convenient means to predict the 

EOF velocity in straight and uniform cross-sectional microchannels from electric field. To 

determine EOF velocity in channels with complex geometries and cross-sections, direct 

solutions of coupled electric, fluidic and species transports are needed. In addition, 

distinctly different scales in dimensions of the EDL and microchannel lead to difficulties of 

numerical analysis (e.g., EDL thickness: ~ 10 nm; cross-sectional dimension of 

microchannel: 10 ~ 100 µm; axial dimension of microchannel: 1 mm ~ 1 cm). To address 

this issue, Cummings et al. [116] have proved that the EOF velocity uniformly parallels to 

the external electric field, if the following conditions are satisfied, 

(1). Uniform zeta potential 

(2). Thin EDL compared to microchannel dimensions 

(3). Electrically insulated channel walls 

(4). Uniform fluid properties 

(5). Flow parallel to electric field at inlets and outlets 

These conditions are fairly attainable for most EOF applications. Thus, Eq. (2.8) yields, 

 ( ), ,eofu E x y zµ=  (2.15) 
 

In contrast to Eq. (2.10), Eq. (2.15) is valid for a non-uniform geometry and electric 

field. Only Laplacian equation governing the external electric field needs to be solved for 

its spatial distribution, from which the flow velocity can be explicitly obtained by Eq. 

(2.15). Another useful observation from Eq. (2.15) is that the EOF flow rate q of the buffer 

solution is linearly proportional to the electric current I through the channel and given by,  
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r r
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r eof rA A

q u dA E dA I
µ

µ= ⋅ = ⋅ =∫ ∫ σ
 (2.16) 

 
where Ar is the channel’s cross-sectional area and σ is the electric conductivity of the buffer 

solution and treated as a constant within a single chip. 

2.2.2 Composition and Operation of Lab-on-a-Chip Systems 
As described in Section 2.1.2, a variety of LoCs with diverse chemical and biological 

applications have been demonstrated to date. A canonical LoC integrating multiple 

functions (e.g., micromixing, reaction, injection and separation) is shown in Figure 2-10. Its 

operation involves typical processes from a biochemical lab: synthesis and analysis. In the 

first phase, electrical voltages are applied at reservoirs 1, 2, 3 and 4 with 5 grounded. The 

sample is moved by EK flow arising from the electric field, diluted by the buffer solvent 

and mixed with the reagent or enzyme in the micromixer. The mixture then flows into the 

bio-chemical reactor where reaction products are produced often with the aid of external 

activations such as heat, light or catalyst. At the end of the reactor, appropriate voltages 

could be applied at reservoirs 6 and 7 to pinch and load a narrow stream of the mixture of 

the reaction products and unreacted samples (or called analyte hereon) into the injector. 

Usually samples and reagents are continuously supplied from reservoirs; therefore 

concentrations of all samples, reagents and products in the mixer and reactor at this phase 

are in steady state. This completes the synthesis operation. 

In the second phase, the voltage drop is switched on reservoirs 6 and 7 with the others 

left floating. Thus, a band of the analyte is injected into the separation channel for further 

analysis (in addition to the cross injection shown in Figure 2-10, other injection schemes 

are also available [117]). Because the analyte is comprised of biological species/molecules 

(e.g., DNA or amino acids) with different electric charges and sizes, they move at different 
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speeds and eventually can be separated by electrophoresis [118] during their migration 

through the channel. In this phase, the species bands broaden due to molecular diffusion 

and other dispersion sources; therefore transient evolution of the band concentration and its 

impact on separation performance are of prime importance. 
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Figure 2-10. Sketch of composition and operation of a canonical lab-on-a-chip system 
consisting of four subsystems: micromixer, reactor, injector and separator.  

2.3 LoC Modeling and Simulation Methodologies 
In this section, prevalent modeling and simulation approaches for biofluidic LoC design 

are reviewed and their individual drawbacks are examined.  

2.3.1 Numerical Modeling and Simulation 
Prior to the work described in this thesis, the detailed numerical simulation using Finite 

Volume Method (FVM) or Finite Element Method (FEM) was the only available way to 

obtain desired modeling accuracy. Commercial FVM and FEM tools commonly used by 

the LoC design community include Fluent [12], CFX [9], CFD-ACE+ [119, 120], 
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FLOW3D [11], CoventorWare [45], ANSYS [121] and FEMLAB [122, 123]. Generally, 

these methods first construct the geometric solid model of the device and mesh the model. 

Then the system matrices based on the discretization of the continuum multi-physics are 

solved using iterative or direct approaches with appropriate boundary and initial conditions. 

Given sufficiently fine grids, accurate simulations on coupled multi-physics can be 

obtained. However, as discussed in Section 1.2, their demanding CPU times and memory 

requirements, as well as the inflexibility of geometric variation are prohibitive for system-

level design of complex LoCs.  

2.3.2 Reduced Order Macromodels 
To overcome the disadvantages of conventional FVM and FEM simulations, a reduced-

order modeling technique has been proposed to reduce the degrees of freedom of the 

system matrices and create macromodels for the devices. Reduced order macromodels have 

to be built from a series of numerical simulations and stitched together for an overall 

system simulation [120, 124]. The resulting macromodels in this bottom-up approach to 

design are specific to the geometry that was numerically simulated. Thus the macromodels 

have to be regenerated whenever the geometry is perturbed for design optimization. This 

leads to unacceptably long design iterations and hinders the industrial application of this 

approach to LoC design. More recently, parameterized reduced-modeling techniques have 

also been studied. Mikulchenko et al. [125] and Magargle et al. [126] applied neural 

network (NN) theory and respectively developed a microflow sensor model and an 

electrokinetic injector model, which are parameterized by geometrical and operational 

parameters (e.g., electric field and flow velocity) and can be used in design optimization. 

However, this modeling approach is primarily based on ‘learning’ of data from repetitive 
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numerical simulations, limiting its usefulness in the case that involves a large number of 

input and output parameters. For example, as shown in the below, to predict sample 

concentration profiles propagated within micromixers, the converging intersection at least 

requires twenty input (for two incoming streams) and ten output Fourier cosine coefficients. 

Numerical simulations providing sufficient data for network learning becomes intractable. 

An additional limitation of the parameterized reduced-order models is that they do not 

provide adequate and direct insight into the functional behavior of the element and system. 

For example, within a mixing channel, it can be readily observed that widthwise sample 

concentration non-uniformity decays at an exponential rate from analytical expression, 

while the parameterized reduced-order model has to calculate a set of concentration profiles 

(or mixing residuals) along the channel’s axial direction to reach this observation.  

2.3.3 Behavioral Modeling and System Simulation 
To address these issues, efficient behavioral modeling and system (circuit) level 

simulation approaches have attracted a lot of attention lately. Qiao et al. [127] proposed a 

compact model to evaluate the flow rate and pressure distribution of both electrokinetic and 

pressure driven flow within the network and capture the effect of the non-uniform zeta 

potential at the channel wall. Xuan et al. [128] later presented a fully analytical model to 

capture the effects of the channel size and surface electrokinetic properties on microfluidic 

characteristics using phenomenological coefficients. Both papers focus on bulk fluid flow 

in microchannels and ignore the details of sample transport that often become the limiting 

issues in LoC design. Coventor’s circuit level MEMS and microfluidics modeling and 

simulation environment, ARCHITECT [124, 129], includes an electrokinetic library with 

simple models for injectors, straight channels and turns that can model sample transport in 
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electrophoretic separation. But it still requires users to extract dispersion parameters 

(macromodels) from full numerical simulations and does not allow design of general-

shaped electrophoresis channels where the dispersion interaction between turns can be very 

strong, significantly limiting its usefulness [130]. Zhang et al. [131] developed an 

integrated modeling and simulation environment for microfluidic systems in SystemC, 

which was used to evaluate and compare the performance of continuous-flow and droplet 

based microfluidic systems on a polymerase chain reaction (PCR). Like the Coventor 

solution, the focus is at the system level, with an assumption that reduced order models 

from detailed numerical simulations or experimental data would become available to 

populate the system simulation. Most recently, Chatterjee et al. [132] combined circuit and 

device models to analyze fluidic transport, chemical reaction, reagent mixing as well as 

separation in integrated microfluidic systems. These models exploit an analogy between 

fluidic and sample transport, effectively reducing the governing partial differential 

equations into ordinary differential equations or algebraic equations, leading to fast 

simulation speed. However, this speedup is at the cost of ignoring local geometry induced 

non-idealities of sample transport.  

2.4 Terminology 
Table 2-2 lists the commonly used symbols for multi-physics models described in this 

thesis. Slight local variations are still possible and will be specifically noted where they 

occur. Since the top-down modeling and simulation methodology of LoCs is analogous to 

MEMS and SoC designs, the terms from these communities are used. A glossary (Table 

2-3) is also included to accommodate readers with different backgrounds (e.g., mechanical, 

chemical and biomedical engineering). 
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Table 2-2. Nomenclature 
Variables 

A maximum concentration of species band, M 
c concentration of species band, M 
cm channel width-averaged concentration of species band, M 
cp the pth moment of the concentration in a longitudinal filament of the species band 
dn mixing concentration coefficients at outlet 
dm mixing concentration coefficients at inlet 
D Molecular diffusivity of species, m2 s-1 

E electric field strength, V cm-1 

F Faraday’s constant, C mol-1 

h depth of microchannels, µm 
I electric current through buffer, A 
K effective Joule heating dispersion coefficient, m2 s-1 

L length of microchannels, µm 
Ldet detector path length, µm 
mp the pth moment of the widthwise average concentration of species band 
M average relative error, % 
Ni internal node of converging and diverging intersections and injectors 
N plate number of separation 
P pressure, Pa 
Pe Peclet number 
q volumetric flow rate of the buffer, m3 s-1 

q  volumetric heat generation, W m-3 

Q index of mixing residual of normalized sample concentration profile 
Qc index of profile discrepancy 
Qs total surface charge around the particle, C 

rc mean radius of turn separation channels, µm 
R resistance of microfluidic elements, ohm 
Rg ideal gas constant, J kg-1 K-1 

s flow ratio, combing or splitting position 
Snm skew coefficients of species band 
t separation time, s 
T temperature, K 
∆t residence time of the centroid of species bands within channels, s 
u electrokinetic velocity of species band, m s-1 

U widthwise average electrokinetic velocity of species band, m s-1 

v actual electrokinetic velocity of species band (separation), m s-1 

V voltage at element terminals or reservoirs, V 
w width of microchannels,  µm 
x axial coordinate 
y widthwise coordinate 
z depthwise coordinate 
Z valence number of the ion species 
α buffer’s temperature coefficient of viscosity, K-1 

ε Joule heating coefficient 
ε electrical permittivity of the solution, C V-1m-1 
φ normalized excess temperature 
γ factor of geometric effect on mixing or shape factor for Joule heating dispersion 
ϕ included angle of turn channels, rad 
λD Debye length of the electrical double layer, m 

χ normalized electrokinetic velocity of species band relative to the average 
ρ electrical charge density,  C m-3 

η normalized widthwise coordinate 
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η viscosity of water, Pa s 
µ mobility of sample/species, m2 V-1s-1 

θ excess temperature, K 
σ2 variance of species band, m2 

σ electric conductivity of buffer, S m-1 
τ dimensionless separation time 
τR dimensionless residence time 
ξ normalized axial coordinate 
ψ electric potential in electrical double layer, V 
ζ normalized depthwise coordinate 
ζ zeta potential, V 

 
Superscripts and Subscripts 

eof electroosmotic component 
ep electrophoretic component 
l quantities at left inlet or left outlet 
r quantities at right inlet or right outlet 
in quantities at inlet 
out quantities at outlet 
det quantities at detector 

 

 

Table 2-3. Glossary 
Behavioral 

model 
A model that describes the physical behavior in the element by formulating the relation 
between the variables at the interface connection terminals of the element. 

Bus A collection of signals with same discipline sharing a common base name. A bus is 
represented by this base name followed with a vector expression. 

Discipline A user-defined binding of potential and flow natures and other attributes of a signal which 
traverses through the system hierarchy.  

Element The fundamental unit within a system, which encapsulates behavior and structure. 
Hardware 
description 
language 

A language from a class of computer languages for formal description of electronic circuits. 
It can describe the circuit's operation, its design, and tests to verify its operation by means of 
simulation. 

Hierarchical 
system A system in which the components are also systems. 

Netlist A list describes the interconnectivity among elements in a circuit design. 
Pin Represents the connection point for a single signal or multiple signals of the terminal. 

Schematic A representation containing connectivity data and graphics that describe the logical views of 
a circuit design. 

Wire A line that connects a pin and an instance to represent a net in a schematic. When you draw a 
wire between a pin and an instance, you create a net. 
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Chapter 3 Behavioral Modeling and Schematic 

Simulation Methodology 
 

To address the LoC design’s needs mentioned in Section 1.2, this chapter introduces a 

top-down behavioral modeling and schematic simulation methodology. Several key issues, 

including system hierarchy, schematic representation and behavioral modeling will be 

discussed in detail.  
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Figure 3-1. Flow chart of the top-down design methodology of biofluidic LoC systems. 
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Unlike the bottom-up design methodology, where reduced order models are obtained 

from numerical simulations, the use of parameterized models enables a top-down design 

methodology similar to SoC [133] and MEMS [134]. The top-down methodology begins 

with a conceptual schematic representation of the system. The schematic is composed of 

element instances of behavioral models stored in the library. The element instances are 

connected according to device topology. A netlist file (a readable text file) that describes 

this system network is then generated automatically and fed to the simulator for 

performance evaluation. If the design does not meet the desired performance goals, the 

designer can either modify the system topology, the element sizes or adjust the operating 

voltages and re-simulate. An iterative design update and simulation process leads to 

optimal design. As the schematic simulation uses a model of the actual system, the 

numerical simulation is employed to verify that the design goals have been reached before 

the design layout is finally generated and sent to fabrication (Figure 3-1). 

In this chapter, the development of the behavioral models and construction of the 

system-level simulation schematic will be described.  

3.1 Schematic Representation 
In this section, the LoC geometrical and functional hierarchy, as well as the 

decomposition of a complex LoC into commonly used biofluidic elements will be 

introduced first. Then, pins and analog wiring buses that link these elements together will 

be defined. 

3.1.1 System Hierarchy 
The schematic representation of the biofluidic LoC is based on its functional and 

geometrical hierarchy. Functional decomposition breaks down the fully-integrated LoC 
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(e.g., Figure 2-10) by function into separate subsystems (e.g., mixing and separation in 

Figure 3-2b and Figure 3-2c). Geometrical decomposition of each subsystem further breaks 

down the design into a network of elements with simple geometries (e.g., straight and turn 

channels in Figure 3-2d and Figure 3-2e). The reason for such decomposition is to enable 

the development of a closed-form and parameterized element model that can be reused in a 

top-down manner to represent complex chip designs of various topologies, element sizes 

and material properties.  
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Figure 3-2. (a) Structure of an integrated LoC system (see Figure 2-10). (b) An EK serial 
mixing network [71]. (c) A serpentine electrophoretic separation microchip [118]. (d) 
Hierarchical schematic representation of the serial mixer. The network is broken down into 
reservoirs, mixing channels, converging and diverging intersections. (e) Schematic 
representation of the serpentine separation microchip. It is decomposed into reservoirs, 
injector, straight channels, 180° turns and 90° elbows. 
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Figure 3-2b illustrates a complex EK serial mixing functional subsystem [71]. Its 

network consists of reservoirs, mixing channels, T- and cross-intersections. The sample is 

released and collected by the reservoirs at the extreme ends of the network. Within the 

cross intersection, a portion of the input sample is shunted to channels A1−A5 and the rest 

continues along the flow direction for further dilution. Repeating this unit cell in series 

leads to an array of continuously diluted sample concentrations in channels A1−A5 that can 

be used for parallel bio-chemical analysis and titration tests. Variations of sample 

concentrations are represented by grey levels from numerical simulation in Figure 3-2b. 

For the system-level simulation (Figure 3-2d), the serial mixer is represented as a network 

of mixing elements composed of microchannels, converging intersections and diverging 

intersections (note that the double-input and double-output cross-intersection is modeled as 

a combination of the converging and diverging intersections). Figure 3-2c shows a 

serpentine electrophoretic separation microchip, which is similarly decomposed into a set 

of elements including reservoirs, injector, straight channels, 180° turns and 90° elbows 

(Figure 3-2e). The serpentine topology is captured by wiring between the elements. The 

same elements can be reused to describe alternate LoC topologies as will be discussed later.  

3.1.2 Connection Pins 
In the schematic, the element connection terminals are represented by groups of pins. 

Each pin defines the state of electric and biofluidic signal at the element terminals. Pins of 

the adjacent elements are then linked by wires to enable communication of the state 

between these elements. Therefore, pin definition affects both schematic composition and 

behavioral modeling of the elements. There are two types of pins defined in the network. 

One is the electrical pin at the element terminals. This type of pin is independent of the 
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function achieved by the LoC and is present in all elements. It describes the voltage at the 

pin and the electrical current flowing between every pair of the element terminals. The 

second type of pin captures the biofluidic state of the sample/species at the element 

terminals. The details of the information that need to be captured for complete definition of 

the biofluidic state depend on the function of the network. This thesis primarily focuses on 

two types of biofluidic networks, electrokinetic micromixers and electrophoretic separators 

(Pins for the injector and reactor behavioral models will be discussed in Chapter 7). 
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Figure 3-3. (a-b) Biofluidic pin definition for a micromixer. The pin is defined to convey 
the concentration coefficients-Fourier cosine coefficients (dn) of a sample concentration 
profile along the channel width. (c-e) Biofluidic pin definition for an electrophoretic 
separation microchip, which includes arrival (or separation) time of the band (t), variance 
(σ2), skew coefficients (Sn) as well as the amplitude (A). 

Within the micromixer, different samples or reagents driven by EK flow mix with each 

other and their concentrations are in steady-state provided that there is a continuous supply 

from the inlet reservoirs. The sample concentration profile c as a function of the normalized 

widthwise position η of the channel describes the biofluidic state at the element terminals 

and reflects effects of geometry and properties on mixing performance in this network 

(Figure 3-3a and Figure 3-3b), where η = y/w (0 ≤ η ≤ 1), w and y are the width and 
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widthwise position of the mixing elements respectively. The concentration profile can be 

captured as a Fourier series. Due to the normalization, only the series coefficients need to 

be communicated between the elements. Therefore, the biofluidic pin is defined as a vector 

of the Fourier cosine series coefficients {dn} of the widthwise concentration profile. The 

reason for such a choice is attributed to the fact that the Fourier cosine series is the eigen-

function of the convection-diffusion equation governing the sample transport, given 

insulation conditions at channel walls and normalized widthwise position from 0 to 1.  

For the electrophoretic separator, the injected species bands move through the 

microchannel accompanied by band-spreading caused by dispersion (e.g., molecular 

diffusion and turn dispersion [135]). This band spreading adversely affects separation 

performance by reducing the detectability and separation resolution of the species bands. 

Therefore, the state associated with the species band shape, such as the width of the band, 

skew and amplitude (Figure 3-3c), as well as the time at which the band reaches the 

element terminals. Specifically, the concentration profile c of a skewed band is first cross-

sectionally averaged, yielding a distribution of the average concentration cm in the EK flow 

direction, as shown in Figure 3-3d. Thus, pins are defined in terms of the variance σ2, the 

square of the standard deviation of cm distribution in the flow direction, representing the 

width of the band; the Fourier cosine series coefficients {Sn} used to reconstruct the skew 

c1 (see Figure 3-3e; detailed physical interpretation of this pin definition is given in Chapter 

4) caused by the non-uniform electrokinetic velocity and migration distance in turns (the 

Fourier cosine series is used again for the same reason as the above); the separation time (t), 

the moment the band’s centroid reaches the element terminals; and amplitude (A), the 

maximum average concentration.  
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3.1.3 Analog Wires and Wiring Buses 
The concentration profile of a sample in micromixers and the skew of a species band in 

separation channels are defined in terms of a vector of the Fourier cosine coefficients. For 

most biofluidic applications, ten terms (n = 1, 3,…19 for separation and n = 0…9 for 

mixing) for each sample/species are found to yield sufficient computational accuracy due 

to the rapid convergence of the Fourier cosine series. In addition, in practical bio-analysis, 

multiple species coexist in the buffer and each species requires its own set of pins for the 

biofluidic state, leading to several pins required at each terminal, although electrical pins 

are species-independent and can be shared among the species. Thus, wiring pins during 

schematic assembly consumes a lot of effort and is prone to error.  

Table 3-1 Definition of Biofluidic Pins 

Micromixing 

Bus Pins connected Description 

d [0:29] 
Concentration 
coefficients 

d [0:9]: the 1st species,  
d [10:19]: the 2nd, d [20:29]: the 3rd 

Electrophoretic Separation 

Bus Pins connected Description 

t [0:2] Separation time t[0] for the 1st species, t[1] the 2nd, t[2] the 3rd 

σ2 [0:2] Variance σ2 [0] for the 1st species, σ2 [1] the 2nd, σ2 [2] the 3rd 

A [0:2] Amplitude A [0] for the 1st species, A [1] the 2nd, A [2] the 3rd 

S [0: 30] Skew coefficients 
S [0]: the direction of the skew caused by the 1st turn 

S [1:10]: the 1st species 
S [11:20]: the 2nd, S [21:30]: the 3rd 

 

To address this issue, analog buses are employed and the wires connecting the pins of 

the same discipline are grouped, resulting in only one wiring bus (concentration 

coefficients) and four wiring buses (separation time, variance, skew and amplitude) at the 

terminals of the mixing and separation elements respectively. This compact terminal 
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representation reduces wiring effort and lowers the probability of wiring errors. In contrast, 

the connection of electric pins is quite simple and only a single wire is needed to convey 

electric information for all species. Table 3-1 summarizes the numbering and discipline of 

the buses used in both micromixer and separator behavioral models, and describes 

implementation that supports three species. Extension to accommodate more species is 

straightforward.  

3.2 Behavioral Models 
Parameterized behavioral models are the core of system-level LoC simulation. They 

lump the distributed element behavior within the entire network to a limited number of 

terminal nodes and hence capture the multi-physical behavior of the element (this is the 

reason for the term “behavioral model”). The goal of behavioral modeling is to establish 

the functional relationship between the terminals of each element.  

In this section, the Kirchhoff’s law and signal flow approach that are respectively used 

to propagate the electric and biofluidic pin values between the elements in the network will 

be first described. Then the element model parameters, as well as the modeling and 

simulation environment will be discussed. Finally, the section concludes with an overview 

of the behavioral model libraries, paving the path to detailed modeling in the next chapters.  

3.2.1 Kirchhoff’s Law and Signal Flow Approach 
The canonical LoC system (Figure 2-10) involves steady-state electrokinetic flow. 

Therefore, its fluidic network can be readily treated as resistor-based electric circuitry and 

governed by Kirchhoff’s law [136] (see Section 2.2.1.4 about the similarity between the 

electric field and electrokinetic flow), in which the “across” and “through” variables are 

respectively defined as the differential voltage (∆V) over the element terminals (or nodes) 
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and current (I) through the element, and related by I V R= ∆ , where R is the electric 

resistance of the element. Applying this expression to each element yields a set of linear 

equations that explicitly determine the distribution of the voltage and current in the network 

given the reservoir voltage settings and the network of the resistance values. Therefore, the 

fluidic problem essentially is reduced to obtaining a behavioral model of the electrical 

resistance R associated with each element.  

Given a unidirectional background flow, the biofluidic state (e.g., concentration and 

species band shape) at the downstream do not impact those at the upstream. Hence, they 

can be determined in terms of a directional signal flow. That is, the biofluidic pin values at 

an element outlet are calculated from the corresponding values at the inlet and the 

element’s own contribution. Pin values at the outlet are assigned to those at the inlet of the 

next downstream element. System-level schematic simulation can then serially process 

each element and propagate the pin values, starting from the most upstream element. For 

the separation network, this is typically an injector. For the mixing network, the starting 

element is the sample reservoir.  

3.2.2 Element Model Parameters 
During iterative simulation-based design, element parameters are indispensable. They 

can be divided into two classes: material parameters and geometrical parameters.  

Material parameters specify the user-input material properties for electro-fluidic (e.g., 

electric conductivity and electroosmotic mobility), thermal (e.g., thermal conductivity) and 

sample (e.g., molecular diffusivity and electrophoretic mobility) transport phenomena. 

Among them, electrokinetic (including both electroosmotic and electrophoretic) mobility 

and molecular diffusivity are two properties present in all element models as the sample 
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transport is of primary interest in this thesis. Depending on the primary phenomena being 

modeled, some other parameters might be needed in the model. For example, modeling of 

Joule heating dispersion also needs thermal conductivity and temperature coefficient of the 

viscosity (Chapter 5).   

As mentioned previously, the proposed behavioral models are geometrically 

parameterized, enabling the exploration of geometrical design space in contrast to reduced 

order macromodels. Therefore, geometrical parameters, such as channel length, width, 

depth, turn radius and included angle are also involved in the behavioral model.  

3.2.3 Model Libraries 
Depending on multi-physics phenomena in the individual devices, contents of the 

behavioral model libraries will be different.  

Table 3-2. An overview of model libraries of electrokinetic micromixers, electrophoretic 
separation microchips and electrokinetic reactors.  

Electrokinetic Micromixer Library Electrophoretic Separation Library 

No.  Element Model No. Element Model 
1 Tapered straight mixing channel 1 Straight separation channel 
2 180° clockwise mixing turn 2 180° clockwise separation turn 
3 180° counter-clockwise mixing turn 3 180° counter-clockwise separation turn 
4 90° clockwise mixing elbow 4 90° clockwise separation elbow 
5 90° counter-clockwise mixing elbow 5 90° counter-clockwise separation elbow 

6 Converging intersection 6 clockwise separation turn with arbitrary 
included angle 

7 Widthwise diverging intersection 7 Counter-clockwise separation turn with 
arbitrary included angle 

8 Depthwise diverging intersection 8 Injector 
9 Sample reservoir 9 Detector 
10 Waste reservoir 10 Feed channel 
11 Detector 11 Sample reservoir 
  12 Waste reservoir 

Electrokinetic Reactor Model  

No.  Element Model   
1 Competitive immunoassay reactor   

 
Model libraries for the micromixers and electrophoretic separation chips are respectively 

developed in Chapter 4, Chapter 5 and Chapter 6 with particular focus on electrokinetic 
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flow and sample transport. A simplified model for competitive immunoassay reaction will 

be formulated as a single-element in Chapter 7. Table 3-2 summarizes the model libraries 

and their individual element models. 

3.2.4 Design Framework 
The behavioral models accounting for the multi-physical phenomena are implemented 

in the Cadence’s integrated circuit design framework [137]. Each model has two views: 

Symbol and Verilog-A. The symbol view is an icon (e.g., a rectangular channel or a semi-

circular turn) of the element model used to compose schematics. The governing algebraic 

equations or O.D.E.s of the element behavioral models are written in the analog hardware 

description language (aHDL), Verilog-A.  

Cadence’s schematic editor automatically netlists the complex topology of a biofluidic 

LoC system into a text file, which is then read and solved by Cadence’s simulator Spectre. 

This integrated design process considerably reduces the design overhead and expedites the 

development cycles. The implementation in Cadence also enables seamless interface with 

other widely used commercial layout editing, verification, optimization and synthesis tools, 

leading to a fully integrated and independent design loop. Additionally, similar tools and 

solvers that can handle both signal flow and Kirchhoff’s networks, such as NanoSim and 

HSPICE from Synopsys, ADvance MS (ADMS) from Mentor Graphics and SmartSpice 

from Silvaco can be also used to simulate the Verilog-A models developed in this thesis. 

3.3 Summary 
Behavioral modeling and schematic simulation of electrokinetic biofluidic LoC systems 

based on a top-down design methodology have been presented. Complex biofluidic LoCs 

have been functionally and geometrically decomposed into commonly used elements. 
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Electric and biofluidic pins, as well as analog wiring buses have been proposed to support 

the communication between adjacent elements. Parameterized behavioral models have 

been implemented in the analog hardware description language (Verilog-A), which can 

accurately capture the functional relationship of both electric and biofluidic state at element 

terminals in terms of Kirchhoff’s law and directional signal flow respectively. Thus, 

system-level schematics of LoCs can be composed and iteratively simulated by Spectre 

within Cadence’s design framework to evaluate the impacts of the LoC topology, element 

sizes and material properties on system performance. 
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Chapter 4 Modeling of Turn-Induced Dispersion in 

Electrophoretic Separation Microchips 

4.1 Introduction 
Electrophoretic separation microchips have been actively pursued in the past decade 

[138-142], and hold great promise for a wide spectrum of applications in biology, medicine 

and chemistry [79, 80]. By performing separations in microchannels that are integrated 

with other microfluidic functionalities such as sample preparation, injection, mixing, 

reaction and detection [79, 80], microchip electrophoresis is a key technology to enable 

lab-on-a-chip microsystems.  

In electrophoresis channels, the molecular diffusion and other dispersion arising from 

the non-uniform species velocity along channel cross section distorts and broadens the 

species bands, leading to overlapping of species bands and a decrease in peak concentration 

(reducing detectability) and eventually limiting separation performance. To characterize the 

effects of dispersion on the resolving power of the separation chip, quantitative indices 

need to be defined. In additional to band variance σ2 [135], other quantitative indices, such 

as plate height H, theoretical plate number N and separation resolution SR, are extensively 

used [118, 143, 144],   
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where L is the length of the separation channel between injection and detection, ∆µ and µav 

are the difference in electrokinetic mobility between the species and average electrokinetic 

mobility respectively. A low value of plate height H and a high value of plate number N 

and separation resolution SR indicate good resolving power and separation capacity 

achieved by the chip. From Eqs. (4.2) and (4.3), it can be inferred that electrophoretic 

separation channels are typically desired to be long for purposes of separating species with 

small differences in electrophoretic mobility (e.g., DNA) or for obtaining a high separation 

resolution. As it is not cost- or area-effective to fabricate long straight channels onto 

microchips, channels are generally folded into compact geometries such as serpentine [118, 

135, 145] or spiral [144, 146] shapes. However, such compact channels require the use of 

circular turn segments (e.g., 90° or 180°), which induce non-uniform electric fields and 

migration distances and cause skew and band broadening. This is called turn dispersion.  

While band broadening in a single turn is well understood and can be modeled 

efficiently [135, 147, 148], channels containing multiple turns are much more difficult to 

analyze. This complicates design as different choices of turn geometries and 

electrophoresis parameters may result in drastically different dispersion behavior [149]. 

Currently, design of compact electrophoretic separation chips with optimized geometry and 

performance and that are suitable for specific applications is still an art, requiring long 

development cycle times. Designers are forced to adopt trial-and-error approaches that 

involve large numbers of experimental tests and/or numerical simulations as discussed in 

Chapter 2. This deficiency becomes even more acute when large scale microfluidic 

integration is needed [6]. Hence, there is a strong need for efficient and accurate models 

that can be used to efficiently simulate electrophoresis in long, multi-turn compact channels. 
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Turn dispersion has previously been modeled analytically mainly at the element or 

component level. Using an empirical model, Culbertson et al. [135] analyzed dispersion of 

both small and large molecules driven by electrokinetic flow in chips containing two 

complementary turns, and performed a large set of experiments to measure turn-induced 

dispersion. They also observed that the downstream complementary turn could undo the 

skew caused by the upstream turn for large molecules with small diffusivities. Griffiths and 

Nilson [147] used analytical and numerical methods to investigate band spreading in a 

single constant-radius turn for electrokinetic transport. The analytical approach resulted in 

rigorous low- and high-Peclet number solutions and a heuristic composite model for the 

intermediate regime. Molho et al. [148] also investigated the convection-diffusion problem 

and then presented an analytical model of turn dispersion in a single constant-radius turn 

using the method of moments originally proposed by Aris [150]. The model is valid for all 

mass transfer regimes and for dispersion of an initially unskewed species band. At the 

component level, in particular for channels with a pair of complementary turns, Baidya et 

al. [130] considered an analytical formula for band skew and variance growth in inter-turn 

straight channels, which gives correct predictions along the channel centerline at high 

convection regime but otherwise exhibits noticeable errors. Molho [151] investigated 

species dispersion in a pair of complementary turns at the component level. A Green’s 

function formulation was used to describe diffusive band-broadening of an initially skewed 

band in the inter-turn channel, while transverse diffusion in the turns was ignored. The 

overall variance was then found numerically. The results are thus limited to the pure-

advection limit in the turns and cannot be used for channels involving multiple pairs of 

complementary turns. While these existing analytical or semi-analytical models provide 
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appropriate description of single turns, they all assume that the species band is initially 

uniform and unskewed (i.e., orthogonal to the channel walls), and hence are unsuitable for 

system-level simulations (turns at the downstream of the first turn are likely to involve non-

uniform skewed bands as their input).   

This chapter presents analytical models to describe species dispersion behavior in 

individual separation elements. These element models are based on the same simplified 

governing equations as previously used [147, 148] and also use the method of moments 

[150]. In contrast to previous work, these models are valid for species bands of general 

initial shape. Both electric and biofluidic pins (states) are defined at element terminals to 

convey the electric and band shape information to the neighboring element. Because of 

these features, the element models can be composed into a system-level schematic (as 

shown in Chapter 3) to simulate species dispersion (e.g., skew and band broadening) in the 

general-shaped channel. The lumped-parameter model offers orders-of-magnitude 

improvement in computational efficiency over full numerical simulations and allows 

systematic parametric studies of species dispersion for complex channel geometries (e.g., 

serpentine, spiral and their combinations). The efficiency and accuracy of the system 

simulations is validated against the experimental and numerical data of the general-shaped 

electrophoresis microchips that occur in practice. To our knowledge, this is the first time 

electrophoretic separation channel networks at this level of complexity have been 

accurately simulated with lumped-parameter models. Our models therefore represent a 

significant contribution to addressing the need for efficient and accurate simulation tools 

for the design of optimal electrophoretic separation microchips. 
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The chapter is organized as follows. Behavioral models for separation elements will be 

developed in Section 4.2, with a significant emphasis on straight and turn separation 

channels (Section 4.2.1). Behavioral models for all elements can then be wired to build a 

system-level simulation schematic (Section 4.3), which is then applied to practically 

important electrophoretic separation channels of general shape, including serpentine and 

spiral channels, with parametric analysis of skew effects between turns (Section 4.4) and 

verifications by experimental data and numerical simulations (Section 4.5). The paper 

concludes with a summary of the model and insights gained from the model (Section 4.6). 

4.2 Behavioral Model Library 
In this section, the behavioral model library for electrophoretic separation microchips 

will be developed, which includes elements of the straight channel, turn, injector, detector, 

feed channel, sample and waste reservoirs.  

4.2.1 Straight Channel and Turn 
In this subsection, governing equations for species dispersion in elemental separation 

channels are first described and reformulated in terms of spatial moments of the species 

concentration, and the resulting moment-based equations are solved for arbitrary initial 

species band’s shapes to attain both distributed the behavioral models. 

4.2.1.1 Governing Equations 

Here, the convection-diffusion equation governing the species transport is formulated 

for electrophoretic separation channels: a straight channel and a segment of a constant 

radius microchannel (i.e., a turn). Consider electrophoresis of a charged species band in an 

element channel. It has uniform rectangular cross sections and its axial axis (the line 

connecting cross-sectional centers) is either a straight-line segment (a straight channel) or a 
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segment of a circular arc (a turn) in the chip plane. Let L denote the channel length and w 

the channel width. In the case of a turn, let the mean radius of the turn be denoted by rc, and 

the included angle by ϕ . Hence, L = rcϕ  for a turn. It is assumed that the channel is narrow 

compared with its length, i.e. / 1w L , and specifically for a turn, the width-to-radius ratio 

is small: / 1cb w r . As the species transport is independent of the position in the 

direction perpendicular to the chip plane, a stationary and two-dimensional coordinate 

frame, which is Cartesian for a straight element and curvilinear for a turn, is chosen in the 

chip plane: the x-axis is along the arc length on one of the channel’s side walls, and the y-

axis locally points to the interior of the channel cross section (see Figure 4-1a).  
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Figure 4-1. Top view of a serpentine channel illustrating the system-level representation of 
general-shaped microchannels consisting of serially connected straight and turn elements. 
(a) Geometry, global coordinate frame and element numbering convention. (b) Schematic 
using elemental models. 

The modeling of a given element channel begins with calculations of electric field 

distributions. As typical cross-sectional dimensions of electrophoresis microchannels are 

large compared with electric double layer thickness on channel walls, it is accurate to treat 
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the bulk solution in the channels as electrically neutral [113]. Hence, the electric resistance 

R of the channel is given by,  

 
σr

LR
A

=  (4.4) 

 
where rA wh=  is the cross sectional area, h is the constant channel depth and σ is the 

electric conductivity of the buffer. 

Thus, with the assumption of narrow and large-radius channels, the electric potential is 

linear along the channel length and uniform over any cross section of the channel. Given a 

potential difference ∆V, across the channel, the electric field is given by [147] 

 0
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where 0 /E V L= ∆ , and the plus sign is always assigned to the first turn along x and to any 

turn in which the species move in the same direction as in the first turn. Minus sign is given 

to the turn involving species flow in an opposite direction to the first turn. For example, in 

Figure 4-1a, a plus sign is used for the turns on the right that include clockwise species 

motion, and minus sign for those on the left (counter-clockwise species flow). The 

electrophoretic velocity of a charged species band under the electric field is then 

( , ) ( , )x y x yv v E Eµ µ=  [114], where µ is the electrophoretic mobility of the species in the 

buffer. If the similarity [116, 148] between the electric field and electroosmotic flow exists, 

the turn dispersion in both electrophoresis and electroosmotic flow can be considered by 

replacing µ with the algebraic sum of their mobility. Therefore,  
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where 0U Eµ= . It follows that the migration of species bands is along the axial direction; 

there is no transverse field-driven migration in either a straight channel or a turn, so long as 

the channel is narrow compared with the mean radius of the turn. Note that for a turn, 0E  

and U  are also cross-sectional averages of the electric field and species velocity 

respectively [135].   

The species concentration ( , , )c x y t  is governed by the convection-diffusion equation 

[112] 

 
2 2

2 2

c c c cu D
t x x y
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+ = +⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠

 (4.7) 

 
where t is the migration time from the channel entrance, and D is the diffusivity of the 

species in the buffer. The apparent velocity u in this equation is given by [147] 

 
( )
  for a straight channel
1 (1 2 / )   for a turn

U
u

U b y w
⎧⎪= ⎨ ± −⎪⎩

 (4.8) 

 
Note that when applied to a turn, terms that are of order 2b  or higher have been 

neglected in Eq. (4.7). In addition, the apparent velocity u, accounts for both the non-

uniform electric field distribution and the “race-track effect” on the species transport [135], 

i.e., species molecules closer to the smaller-radius side wall move at a higher speed and 

transmit a short distance.  

Eq. (4.7) now is reformulated into a more tractable, reduced-dimension form in terms of 

spatial moments of the species concentration. Such moments are capable of describing the 

species band’s main characteristics such as mass distribution, skew and variance without 

solving for detailed concentration distributions. A new coordinate frame is used, which 

moves at the species band’s average velocity U, and normalizes the equation to reduce all 
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variables into dimensionless forms. Define a dimensionless axial coordinate ξ, transverse 

coordinate η and time τ  by 

 ( ) 2,    ,       x Ut w y w Dt wξ η τ= − = =  (4.9) 
 

Note that τ  is the ratio of the time for a species molecule to migrate through the channel 

length to the time for the molecule to diffuse across the channel width. In terms of these 

dimensionless variables, Eq. (4.7) is reduced to the following form in concentration 

( , , )c ξ η τ : 

 
2 2

2 2 Pec c c cχ
τ ξ η ξ

∂ ∂ ∂ ∂
= + −

∂ ∂ ∂ ∂
 (4.10) 

 
where Pe /Uw D=  is the Peclet number representing the ratio of the convective to the 

diffusive transport rates, and χ  is the normalized species velocity relative to the mean: 

 ( ) ( )
0   for a straight channel

( ) ( )
1 2    for a turnxu U U

b
χ η η

η
⎧⎪= − = ⎨± −⎪⎩

 (4.11) 

 
It can be seen that with 0χ = , no convective band-broadening occurs in straight 

channels as species molecules at different transverse positions migrate at a uniform speed. 

On the other hand, 0χ ≠  in a turn leads to dispersion. Eq. (4.10) is subjected to the 

following boundary and initial conditions: 

 ( )0,1 0/ 0,    , ,0c c cη τη ξ η= =∂ ∂ = =  (4.12) 
 

Eq. (4.10) now is recast in terms of spatial moments of the species concentration. If the 

species band is entirely contained in the channel, Eq. (4.10) holds effective over the axial 

domain ξ−∞ < < ∞  (the transverse domain is 0 1η< < ), such that c→0 as ξ→±∞. 

Therefore, spatial moments of the species concentration can be defined by 
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 ( ) ( ) ( )
1

0
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∞
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= =∫ ∫  (4.13) 

 
Here, cp is the pth moment of the species concentration in the axial filament at η, and mp 

is the pth moment of the cross-sectional average concentration of the band, respectively. 

Note that as a consequence of the coordinate transformation (4.9), all moments are taken 

with respect to the moving frame (ξ,η). Multiplying Eqs. (4.10) and (4.12) by ξp and 

integrating them with respect to ξ yields 
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In addition, integrating over η further reduces Eq. (4.14) to: 
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In both Eqs. (4.14) and (4.15), any term that contains ci with i < 0 should be set to zero. 

These two equations are valid for both straight and turn elements, with the velocity profile 

χ given by Eq. (4.11). While these equations in principle can be solved recursively for 

moments of an arbitrarily large order, for the purpose of capturing species dispersion, it 

suffices to obtain the moments up to the second order. Specifically, c0 provides the 

transverse distribution of the species mass in each axial filament in an element and m0 the 

total species mass. Next, c1 gives the centroid locations of the axial filaments of the species 

band in the moving coordinate, and hence indicates the skew of the species band. Then, m1, 

the transverse average of c1, is the location of the centroid of the entire species band in the 

frame (ξ,η). Finally, m2 can be used to determine the variance of the species band. 
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4.2.1.2 Distributed Model 

Solutions to Eqs. (4.14) and (4.15) now can be presented for a straight channel or a turn, 

which will provide quantitative information on the evolution of a species band’s skew and 

variance at all times as the band migrates through an element channel. First consider the 

zeroth-order moment of the species concentration ( 0p = ). For both straight channels and 

turns, Eq. (4.15) immediately gives 0 const.m = , which states conservation of mass.  

0 1m =  can be chosen without loss of generality. In addition, Eq. (4.14) leads to 

 ( ) ( ) ( )
2

0
0

, cosm
m

m
c d e mπ τη τ πη

∞
−

=

= ∑  (4.16) 

 

where ( ) ( )
1

000
cosm md c m dν η πη η= ⋅∫  with vm = 1 if m = 0 and vm = 2 if m = 1, 2, 3,…If 

the initial condition satisfies 

 ( )00( , ,0) 1c d cξ η ξ η
∞

−∞
= =∫  (4.17) 

 
then Eq. (4.16) reduces to  

 ( )0 , ( , , ) 1c c dη τ ξ η τ ξ
∞

−∞
= =∫  (4.18) 

 
Eqs. (4.17) and (4.18) indicate that if all axial filaments of the species band have the 

same mass initially, then this will be the case at all times. This is typically true in practice. 

For example, if all axial filaments of an initial band (either in a straight element or a turn) 

are in the form of a uniformly rectangular plug, they will have identical mass at all times. 

Alternatively, Eq. (4.17) is also accurate at the exit of a long straight channel with the band 

injected at its entrance, as diffusion will result in a transversely uniform band. Therefore, 

the remainder of this chapter will focus on this practically interesting and still sufficiently 

general case.  
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Now consider the first-order moment ( 1p = ). For both straight and turn elements, Eqs. 

(4.11) and (4.18) imply that 0 0cχ = , where overbar means cross-sectional average. 

Therefore, Eq. (4.15) gives 

 ( )
1

1 10 0
( , ,0) 0m m c d dτ ξ ξ η ξ η

∞

−∞
= = =∫ ∫  (4.19) 

 
That is, the centroid of the species band and the origin of the moving frame (ξ,η) 

coincide at all times if they do so initially. Note that this is always true for straight channels, 

and is true for turns as long as Eq. (4.17) holds. 

Now consider c1, which represents the skew of the species band. An analytical 

expression for c1 that is valid for an arbitrary initial band shape in either straight or turn 

channels will be obtained. Eq. (4.14) with p = 1 can be solved to yield 
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The Fourier coefficients ( 0,1,2,3,...m = ) for the band skew c1(η,τ) at time τ are given 

by 
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where (0)mS  is the Fourier cosine coefficients for the initial skew of the species band. Here, 

( ) 0m τΓ =  for 0,2,4,...m =  and ( )2 4( ) 8Pe (1 ) /( )m
m b e mπ ττ π−Γ = ± −  for 1,3,5,...m =  Eq. 

(4.21) indicates that in a straight channel, all Fourier coefficients associated with the initial 

skew decay exponentially with the dimensionless time. As a result, an initial skew can be 

smeared out and the band may eventually become orthogonal to channel walls as it exits 
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the channel. If the channel is sufficiently long, the location of the axial filament’s centroid 

ultimately moves to the origin (provided the centroid of the entire band is initially at the 

origin). In the case of a turn, Eq. (4.21) includes the effects of both initial skew and the 

turn-induced non-uniform velocity profile and migration distance.  

Finally, the second-order moment m2 can be found to obtain the species band’s variance. 

Solving Eq. (4.15) by substituting 2p = and using the relationship [151] 
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Both the straight channel and turn formulas in Eq. (4.23) include band-broadening 

effects of one-dimensional molecular diffusion (2τ). τ can be related to channel’s axial 

coordinate by ( )2xD Uwτ = . Additionally, the turn formula in Eq. (4.24) also contains 

contributions from initial skew and non-uniform velocity profile and migration distance in 

the turn. 

4.2.1.3 Behavioral Model 

Eqs. (4.21) and (4.23) describe the distributed dispersion behavior (skew and variance) 

of a species band within a straight channel or a turn. With the knowledge of residence time 

of the species band, the behavioral model that correlates the species dispersion states at 

element terminals can be attained.  
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Eq. (4.19) has implied that the centroid of the species band moves at the same speed (U) 

as the origin of the moving frame (ξ,η); therefore, the dimensional (∆t) and dimensionless 

(τR) residence times of the species band in an element channel are given by, 

 2 and out in R
L t Dt t t
U w

τ ∆ ⋅
− = ∆ = =  (4.25) 

 
where indices in and out represent the quantities at inlet and outlet of the channel.   

For the variance and Fourier coefficients of skew, τR can be substituted into Eqs. (4.21) 

and (4.23) respectively, which gives, 
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 (4.26) 

 
where 0,1,2,3,...m =  with the contributions of the non-uniform velocity profile and 

migration distance given by  

 ( )2

4

0  if 0, 2,4,...
( ) 8 (1 ),  if 1,3,5,...

( )
Rmm R

R

m

e m
m

π ττ ϕ
τ π

−
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 (4.27) 

 
The band variance is given by 
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and 
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where Pe Rb ϕ τ= is used for a turn.  

The solutions given in the preceding section apply if the entire species band lies inside 

the element. When the band is at the interface between two distinct elements, the band does 
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not lie entirely inside either element, and an analytical solution in this transition region 

generally no longer exists. However, the transition region is small compared to the total 

length of the two neighboring elements so that its contribution to dispersion is generally 

negligible. It is then reasonable to approximate the transition region by thinking of 

dispersion in the element as that in an infinitely long channel that otherwise has the same 

geometry as the element. The relative significance of errors caused by this assumption will 

be discussed below with respect to the overall variance in the general-shaped channel.  

By assuming a Gaussian distribution of the cross-sectional average concentration cm of 

the species band at element terminals, the amplitude (A) of the species band can be 

obtained as 

 2 2
out in in outA A σ σ=  (4.30) 

 

4.2.2 Detector 
To automatically acquire necessary information (e.g., electric field and species velocity) 

for transient analysis, the detector model is embedded into the detected separation channel, 

although physically it is placed outside of the channel.  

The detector is treated as a point-wise element and its size is assumed negligible 

compared to separation channels, hence the residence time and variation of skew and 

amplitude of the band can be neglected, that is, 

 0R =  (4.31) 
 

 0out int t− =  (4.32) 
 

 ( ) ( )out in
m mS S=  (4.33) 

 
 out inA A=  (4.34) 

 
However, the variance change associated with the detector path length is given by [118],  
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 2 2 2 2
det 12out in Lσ σ σ− = ∆ =  (4.35) 

 
where Ldet is the window size (or laser spot size) of the detector specified by users. 

Detector

Flow direction

Detector

Flow direction

a

DetectorChannel Channel

b
DetectorChannel Channel

b  

Figure 4-2. (a) Sketch of a single-point detector placed outside of the separation channel. (b) 
Its modeling representation. The detector model is embedded into the separation channel to 
extract necessary information for transient analysis.  

4.2.3 Injector and Feed Channels 
The injector serves as a physical junction among the separation channel, analyte, 

analyte-waste and buffer feed channels, and initiates the species separation. Electrically, it 

is modeled as a cross interconnection of four resistors with zero resistance attributed to its 

negligible size in contrast to other channels, 

 0a b aw outR R R R= = = =  (4.36) 
 
where indices a, b, aw and out represent the quantities at the injector terminals linking to 

the analyte, buffer and analyte-waste feed channels and separation channel.  

At its interface to the separation channel (out), the calculation of separation pin values 

(states) is initiated and given as,  

 0outt =  (4.37) 
 

 ( ) 0out
mS =  (4.38) 
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 out injA A=  (4.39) 

 

 2 2 2  or  
16

inj
out Gauss out

L
σ σ σ= =  (4.40) 

 
where Ainj is the maximum species band concentration (amplitude) at the injector. 

Calculation of the initial injection variance 2
outσ depends on the injected band profile. For a 

Gaussian band, 2 2
out Gaussσ σ= , where 2

Gaussσ  is the square of the standard deviation of the 

Gaussian profile. For a plug band, 2

16
inj

out

L
σ = , where Linj is the injection length. This 

injector model Eqs. (4.37)-(4.40), needs user inputs of Ainj, 2
injσ  or Linj and is only used for 

simulations of electrophoretic separation microchips. A generalized injector model that can 

automatically determine the Ainj and 2
injσ  will be presented and integrated with reactor 

models for system-level simulations of integrated LoCs in Chapter 7.  
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Figure 4-3. (a) Schematic of modeling an electrokinetic injector. (b) Its behavioral model 
structure. 

The feed channels connecting to analyte, buffer and analyte-waste reservoirs are 

electrically modeled as resistors as the separation channel (Eq. (4.4)) and independent of 



 

 

65

the calculation of separation states. Therefore, only electric pins are defined at the 

interfaces indexed by a, b and aw.  

4.2.4 Reservoirs 
All reservoirs including analyte, buffer, analyte-waste and waste provide electrical 

interfaces between the chip and the outside world and work as constant voltage sources. In 

addition, the waste reservoir at the end of the separation channel also functions as a sink 

continuously collecting the separation waste.  

4.2.5 Model Implementation 
An important issue of implementing the separation channel model of the turn geometry 

(Eqs. (4.27) and (4.29)) is the real-time determination of the turn “sign”. Providing this 

flexibility allows a single turn model to be reused for constructing arbitrary topologies such 

as a serpentine, spiral or their combination thereof as will be shown later. To address this, 

two sets of flags are used in the models. One is the system flag Fs, stored as the zeroth 

component of the skew coefficients (S [0] in Table 3-1) to record the direction of the skew 

caused by the first turn or elbow. The other is the intrinsic flag Fi of individual elements. 

For example, Fi = 1 is for turns or elbows involving clockwise flow of species bands; Fi = 2 

is for counter-clockwise turns or elbows. Since straight channels do not incur any skew, no 

flag is needed. During simulations, Fs = 0 (i.e., S [0] = 0) is first generated by the injector, 

which is the most upstream element of a separation channel and hence initiates the 

computation of the separation state. Then as the species band migrates to the first turn (or 

elbow), Fs is irreversibly set to the intrinsic flag Fi of the first turn (or elbow). Afterwards, 

the written Fs is compared with Fi of each downstream element as the band moves on. If 

they are identical, a “+” sign is used for the element, otherwise a “−” sign. Figure 4-4 
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shows the Verilog-A codes for a 180° turn involving clockwise flow of species bands to 

implement this logic.  

`define NUM 10  // The number of terms in the Fourier series
…

module Uturn1(…); // Module declaration
parameter real sp_D_0 = 500;      // Diffusivity of the zero-th species; unit: µm2/s
parameter real R2 = 110 ; // Outer radius of the U shape turn; unit: um
parameter real R1 = 100 ; // Inner radius of the U shape turn; unit: um
…

integer Fs; // System flag
integer Fi; // Intrinsic flag
real dummy1; // Intermediate variable
real W; // Channel width
real delta_t_0; // The residence time of the zero-th species within the turn; unit: s
real pi; // π
…

analog begin // Behavioral description begins

Fi = 1; // The present turn is clockwise
W = abs (R2-R1);
Fs = SKA(sk_in[0]); // sk_in is the skew coefficient; sk_in[0] stores the system flag
pi = 3.1415926;
…

if (Fs == 0) begin   // system flag is not set yet; no turns or elbows upstream
SKA(sk_out[0])<+(Fi);          // set the system flag to the intrinsic flag
generate i (1, `NUM, 1) begin      // this loop is to calculate skew coefficient

dummy1 = 1- exp(-(2*i-1)*(2*i-1)*pi*pi*delta_t_0*sp_D_0/(W*W));
Part1_Sk = 8*pi*W*W*dummy1/(pow((2*i-1), 4)*pow(pi, 4)*delta_t_0*sp_D_0); // the 1st part in Eq. (4-29), use “+”
…

end
…

end else if (Fs == 1) begin // Species flow in the first turn is clockwise
SKA(sk_out[0])<+SKA(sk_in[0]); // Convey the system flag
generate i (1, `NUM, 1) begin

dummy1 = 1- exp(-(2*i-1)*(2*i-1)*pi*pi*delta_t_0*sp_D_0/(W*W));
Part1_Sk = 8*pi*W*W*dummy1/(pow((2*i-1), 4)*pow(pi, 4)*delta_t_0*sp_D_0); // use “+” sign
…

end
…

end else begin // Species flow in the first turn is counter-clockwise
SKA(sk_out[0])<+SKA(sk_in[0]); // Convey the system flag
generate i (1, `NUM, 1) begin

dummy1 = 1- exp(-(2*i-1)*(2*i-1)*pi*pi*delta_t_0*sp_D_0/(W*W));
Part1_Sk = - 8*pi*W*W*dummy1/(pow((2*i-1), 4)*pow(pi, 4)*delta_t_0*sp_D_0); // use “-” sign
…

end
…

end
…
end // End of behavioral description
endmodule // End of module

use “-” sign

`define NUM 10  // The number of terms in the Fourier series
…

module Uturn1(…); // Module declaration
parameter real sp_D_0 = 500;      // Diffusivity of the zero-th species; unit: µm2/s
parameter real R2 = 110 ; // Outer radius of the U shape turn; unit: um
parameter real R1 = 100 ; // Inner radius of the U shape turn; unit: um
…

integer Fs; // System flag
integer Fi; // Intrinsic flag
real dummy1; // Intermediate variable
real W; // Channel width
real delta_t_0; // The residence time of the zero-th species within the turn; unit: s
real pi; // π
…

analog begin // Behavioral description begins

Fi = 1; // The present turn is clockwise
W = abs (R2-R1);
Fs = SKA(sk_in[0]); // sk_in is the skew coefficient; sk_in[0] stores the system flag
pi = 3.1415926;
…

if (Fs == 0) begin   // system flag is not set yet; no turns or elbows upstream
SKA(sk_out[0])<+(Fi);          // set the system flag to the intrinsic flag
generate i (1, `NUM, 1) begin      // this loop is to calculate skew coefficient

dummy1 = 1- exp(-(2*i-1)*(2*i-1)*pi*pi*delta_t_0*sp_D_0/(W*W));
Part1_Sk = 8*pi*W*W*dummy1/(pow((2*i-1), 4)*pow(pi, 4)*delta_t_0*sp_D_0); // the 1st part in Eq. (4-29), use “+”
…

end
…

end else if (Fs == 1) begin // Species flow in the first turn is clockwise
SKA(sk_out[0])<+SKA(sk_in[0]); // Convey the system flag
generate i (1, `NUM, 1) begin

dummy1 = 1- exp(-(2*i-1)*(2*i-1)*pi*pi*delta_t_0*sp_D_0/(W*W));
Part1_Sk = 8*pi*W*W*dummy1/(pow((2*i-1), 4)*pow(pi, 4)*delta_t_0*sp_D_0); // use “+” sign
…

end
…

end else begin // Species flow in the first turn is counter-clockwise
SKA(sk_out[0])<+SKA(sk_in[0]); // Convey the system flag
generate i (1, `NUM, 1) begin

dummy1 = 1- exp(-(2*i-1)*(2*i-1)*pi*pi*delta_t_0*sp_D_0/(W*W));
Part1_Sk = - 8*pi*W*W*dummy1/(pow((2*i-1), 4)*pow(pi, 4)*delta_t_0*sp_D_0); // use “-” sign
…

end
…

end
…
end // End of behavioral description
endmodule // End of module

use “-” sign

 
Figure 4-4. Verilog-A description of a 180° turn involving clockwise flow of the species 
band. It determines the signs used in Eq. (4.29), as well as the skew canceling and 
strengthening effects. 

4.3 Constructing System-Level Representation 
Previous sections built the behavioral models that correlate both electric and biofluidic 

states at the element inlet and outlet, which can be linked to construct the system level 
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schematic, that is, { }( ) { }( )1j j
out inV V += , { }( ) { }( )1j j

out int t += , ( ){ }( ) ( ){ }( )1j jout in
m mS S

+
= , 

{ }( ) { }( )12 2j j

out inσ σ
+

= and { }( ) { }( )1j j
out inA A += , where index 1,2...j n=  is the numbering of 

the element downstream of the injector in the flow direction. This protocol enables the 

transmission of the biofluidic states associated with the band shape within the entire 

channel network. Figure 4-1b depicts the system-level schematic of the serpentine 

separation channel shown in Figure 4-1a consisting of straight channels and 

complementary turns.  

4.4 Skew Interactions between Turns 
This section will apply the system-level schematic to analyze the skew interactions 

between turns, which are important to interpret the disparate dispersion behavior of species 

bands at different flow regimes.  

Serpentine channels containing a pair of complementary turns are considered. Such a 

channel, with a species band of general shape (subject to Eq. (4.18)) introduced at the 

entrance to element 1 (Figure 4-1), has a uniform width w. The turns have identical mean 

radius rc and included angle ϕ π= . The inter-turn straight channel has length L. The 

practical case in which the band at the outlet of element 1 is free of skew will be studied. 

This can occur if an unskewed species band is injected at the inlet, or the length (L1) of 

element 1 is sufficiently long to smear out the skew of an initially skewed band. According 

to Eqs. (4.26) and (4.28), the skew and variance growth at the other element terminals 

relative to the inlet of element 2 depends entirely on the dimensionless times of the turn and 

the inter-turn straight channel, respectively defined as follows: 

 ( / ) / Pe,   /(Pe ) s tL w bτ τ ϕ= =  (4.41) 
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As they are inversely proportional to the Peclet number Pe, a large dimensionless time 

generally corresponds to a relatively small Pe (i.e., diffusion is significant in the dispersion 

process). On the other hand, a small dimensionless time corresponds to a large Pe, 

indicating that convection is dominant. 
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Figure 4-5. The dependence of the total variance and turn-induced variance for two 
complementary 180°-turns vs. dimensionless times τt and τs. (a) The turn-induced variance 
and (b) the total variance. Their difference represents the variance from molecular diffusion. 

General effects of sτ  and tτ  on dispersion of a species band are considered, which is 

assumed to have an initial concentration given by the Dirac δ function at the inlet of the 

first turn (element 2). Note that there is no need to consider the residence times of the band 

in the straight elements upstream of the first turn and downstream of the second turn, as 

they do not affect the skew interactions between the turns. Hence, the total increase in 

variance is { }( ) { }( )4 22 2 2
out inσ σ σ∆ = − and { }( )22 0inσ = . 2σ∆  is normalized by defining 
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2 2 2/σ σ σ ∞∆ = ∆ ∆ , where ( )22 3wσ ϕ∞∆ =  is the variance change in a single turn if 

diffusion is absent [148] (i.e., Pe → ∞ ). In addition to 2σ∆ , the change in variance that 

results exclusively from the non-uniform velocity profile and migration distance in the two 

turns will be also examined: { }( ) { }( )( )2 42 2 2/turns wσ σ ∞∆ = Θ + Θ ∆ , where { }( )2Θ  and { }( )4Θ  

are given in Eq. (4.29). Note that both 2σ∆  and 2
turnsσ∆  depend only on sτ  and tτ , and this 

dependence is shown in Figure 4-5. 

4.4.1 Case of Large τt 

Consider first the case of large τt. From Figure 4-5a, it can be seen that when τt is large 

(τt >1), 2
turnsσ∆  is independent of τs. This is because there is significant transverse diffusion, 

which immediately smears out the skew generated by turns, yielding a band that is always 

orthogonal to the channel walls in either turn. For example, at τt = 10, the species skew due 

to a single turn is given by ( ){ }( )2

1 0.026 1outS = <<  with ( ){ }( )2
 ( 3)out

mS m ≥  at least two 

orders of magnitude smaller, indicating the skew effects are indeed very small. As the inter-

turn straight channel does not skew the band, the contributions of skew effects in the turns 

to the variance change are small and do not vary with sτ . For a sufficiently large τt, the 

non-uniform velocity and migration distance induced variance 2
turnsσ∆ in a single turn is 

almost zero and the total variance is purely due to diffusion. As shown in Figure 4-5b, the 

total variance increase is significant ( 2 12.2σ∆ >  for τt = 10) even at low τs values, due to 

contributions of diffusive band-broadening in the turns. 
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4.4.2 Case of Small τt 

Next consider the case of small turn dimensionless time τt. Figure 4-5 shows that both 

2
turnsσ∆  and 2σ∆  depend rather strongly on the straight-channel dimensionless time τs. This 

is due to the fact that a low τt implies strong convective effects, which result in significant 

skewing of the band in each turn. For example, with τt = 0.01, the skew due to the first turn 

is given by ( ){ }( )2

1 2.4outS = , which is already significant. When the straight-channel 

residence time τs is also small, the skew emerging from the first turn persists throughout the 

inter-turn straight channel. For example, τs = 0.01 yields { }( ) { }( )
1 1

3 2( ) ( )0.9out outS S=  

according to Eq. (4.26), indicating that the skew is largely unchanged when entering the 

second turn. This skew will be largely undone by the counter-skew in the second turn, 

resulting in a small 2
turnsσ∆  (Figure 4-5a), and the total variance change 2σ∆  is also small 

due to small diffusive band-spreading as implied by small τt and τs (Figure 4-5b). On the 

other hand, when τs is large while τt is kept small, significant transverse diffusion in the 

inter-turn straight channel smears out the skew induced by the first turn. For example, 

{ }( ) { }( )
1 1

3 2( ) ( )0.37out outS S=  when τs = 0.1, meaning that 63% of the skew induced by the 

first turn has been smeared out. The mostly upright band that results will be reversely 

skewed, leading to a large 2
turnsσ∆ . In particular, 2 2turnsσ∆ →  is expected for sufficiently 

small τt and largeτs (Figure 4-5a), indicating that the undesirable skew effects in the two 

turns and large diffusion in the inter-turn straight channel are all present and add up (Figure 

4-5b). To our knowledge, this is the first time the combined effects of τs andτt have been 

systematically investigated in the entire (τs, τt) parameter space, with the special case of an 
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extremely small τt (e.g., τt = 0.001) agreeing with the results of Molho [151], where 

diffusion in the turns is ignored. The effects of τs and τt on diffusion, skew and variance 

growth are summarized in Table 4-1.  

Table 4-1. Dependence of skew, turn variance and total variance on dimensionless times τt 
and τs. 

Skew Turn Variance Total Variance 
τt τs {S(out)}(2)

 {S(out)}(3)
 {S(out)}(4)

 {∆σ2
turn}(2)

 {∆σ2
turn}(4) {∆σ2}(4) 

>1  No No No 0 0 2 t sτ τ+  

>1 Large No Large 
2( )

3
wϕ  22( )

3
wϕ  ( )22

3s

wϕ
τ +  

 
 

<0.01 
 
 

<0.01 Large Large No 
2( )

3
wϕ  ~0 ~0 

 

4.5 Simulation Results and Discussion 
In this section, we will first describe the simulation procedure, in which the 

Kirchhoffian resistor network to predict electric voltage, current and field as well as the 

signal flow network to evaluate species band shape are solved sequentially, then present 

results obtained from the system-level schematic simulations of general-shaped 

electrophoresis separation channels. Serpentine channels containing one and multiple pairs 

of complementary turns, as well as spiral channels constructed from turns with different 

radii will be considered. These results will be compared with numerical solutions and 

experimental data extracted from the literature. 

4.5.1 Simulation Description 
System simulations for separation chips involve both electric and biofluidic calculations. 

For DC analysis, given the applied potential at reservoirs, system topology and element 

dimensions, nodal voltages at element terminals within the entire system are first computed 

by Ohm’s and Kirchhoff’s laws using the resistor models presented in Section 4.2.1. The 
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resulting nodal voltages are in turn used to calculate the electric field strength (E) and its 

direction within each element. With these results and user-provided sample properties (D 

and µ), the sample speed is then given by u Eµ= . Next, values of biofluidic pins at the 

outlet of each element (e.g., arrival time, variance, skew and amplitude) are determined. 

The process starts from the injector, the most upstream element in a separation channel, in 

terms of the directional signal flow as described in the previous chapter. As such, both 

electric and fluidic information in the entire system is obtained. 

Transient analysis can be also conducted for separation chips that involve the species 

band’s motion and broadening. An electropherogram (average concentration cm vs. time) 

can be obtained at the detector, yielding an intuitive picture of separation resolution 

between species bands. The transient analysis first calculates for the DC operating points of 

the amplitude Adet, separation time tdet and variance σdet
2 of the species band at the detector. 

Based on these points, the actual read-out time is scanned and the average concentration 

output cm is calculated. Assuming the species band does not appreciably spread out as it 

passes through the detector, cm is given by 

 
( ) ( )

( )
22

det
2 2
det2

det

E t t

mc A e

µ

σ σ

− −

+∆
= ⋅  (4.42) 

  
where t is the actual read-out time and  ∆σ2 is the variance growth associated with finite 

detection window size (or laser spot size) and given in Eq. (4.35).  

4.5.2 Dispersion in Double Complementary Turn Serpentine Channels 
In this section, the variation of skew and variance as the species band migrates in a pair 

of complementary turns will be studied by system simulations. The results are compared 

with numerical simulation and experimental data. Three dimensionless time combinations 
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as discussed above will be considered. The case of large τt and small τs is qualitatively 

similar to that of large τt and large τs, and will not be considered, as it would imply that 

/ / 1t s cr Lτ τ ϕ= . Such a separation channel consisting of long turns and short straight 

channels is of little practical interest.  

4.5.2.1 Case of Large τt and τs 

For the case of large τt and τs, consider τt  = 6.12 and τs  = 15.6 in a complementary-turn 

serpentine separation channel. The simulation results are compared with experimental data 

from Culbertson et al.[135] (see microchip electrophoresis of rhodamine B in Appendix).  
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Figure 4-6. Band shapes at different locations in a double complementary-turn serpentine 
channel for large dimensionless times (τt = 6.12 and τs = 15.6). (a) Contour plot of 
concentration (not to scale). (b) Transverse distribution of the first moment c1. 

Shown in Figure 4-6 are contour plots of band shapes and skew at different locations in 

the channel, determined from numerical and system simulations. The band skew is 

calculated at three locations just downstream of the first turn, and upstream and 

downstream of the second turn for convenience of data extraction (Figure 4-6a), as this 
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allows the band to lie entirely in the straight channel. This method of data extraction [147] 

is also used for numerical simulation results in the following discussion. 
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Figure 4-7. Variance vs. migration time in a double complementary-turn serpentine channel 
in the case of large dimensionless times (τt=6.12 and τs=15.6). Results from the system 
simulations are compared with those from numerical analysis and experiments [135].  

Figure 4-7 compares variance from the system simulation, numerical simulation and 

experiments. The numerical simulation is performed over the entire serpentine channel 

using FEMLAB [152]. The variance calculated by the system simulation is given at the 

nodes (interfaces 1-6). As τt is large, transverse diffusion dominates, suppressing virtually 

any skew induced by convection in the turn. Therefore, the species band exhibits negligible 

skew throughout the entire separation channel. Band broadening is almost exclusively 

caused by diffusion. In this case, Eq. (4.29) correctly predicts that ( ) 0tτΘ → , and Eq. (4.28) 

that the species band’s variance increases linearly with the dimensionless time, as shown in 

Figure 4-7. The results from the system simulation are also compared with numerical and 

experimental results [135], with an error smaller than 1%. As discussed in the general 

considerations above, the large τt minimizes the band skew and convection term in Eq. 
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(4.27), hence reducing the error caused by the approximation in the transition regions 

(between straight channels and turns) and velocity linearization, and yielding the model’s 

excellent accuracy. Second, since τs and τt are large, the contributions to the overall 

variance by diffusive band-broadening in the straight channel and in the turn are large, 

diminishing the relative significance of convective dispersion to the total variance. 

4.5.2.2 Case of Small τt and Largeτs 

 Next consider the case of small turn dimensionless time τt = 0.068 and relatively large 

inter-turn straight channel dimensionless time τs = 0.696 and its comparison with 

experiments [135] (see microchip electrophoresis of TRITC-Arg in Appendix).  
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Figure 4-8. Band shapes at different locations in a double complementary-turn serpentine 
channel for small turn and relatively large inter-turn straight channel dimensionless times 
(τt = 0.068 and τs = 0.696). (a) Contour plot from numerical simulation (not to scale). (b) 
Transverse distribution of the first moment c1. 

The species band shapes at different locations are shown in Figure 4-8. As τt is small, 

species molecules in a turn have little time to diffuse transversely. Hence convection 

dominates within the turn, resulting in a skewed band shape at the exit of the first turn 

(station I). In the inter-turn straight channel, transverse diffusion has sufficient time to 
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smear out this skew (station II), and the resulting upright species band is skewed in the 

opposite sense to the first skew at the exit of the second turn (station III), leading to a final 

skewed band shape. 
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Figure 4-9. Variance vs. migration time in a double complementary-turn serpentine channel 
in the case of small turn and large inter-turn straight channel dimensionless times (τt = 
0.068 and τs = 0.696). Results from the system simulation are compared to those from 
numerical simulation and experiments [135].  

The variance as a function of time obtained from numerical simulations and experiments 

is shown in Figure 4-9, and compared with that from system simulations. It can be seen that 

the variance increases linearly with time in the straight channels, as predicted by Eq. (4.28). 

However, a significant variance increase occurs after each turn as discussed above. The 

residual variance after a pair of complementary turns is the sum of the variance from the 

two single turns and from the straight channel [153]. The excellent accuracy of the system 

simulation in this case is determined by the accuracy of the elemental model for each single 

turn. It can be shown that at an extremely small τt, the skew length at the interface of a 

straight element and a single turn computed from the elemental model Eq. (4.26) 

coincidentally matches the exact solution that exists only in the pure-convection case. The 
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skew length in the pure-convection case is the axial projection distance between the leading 

and trailing molecules of the species band at the instant the entire band has just completely 

moved into the straight channel. This is the reason that the model is accurate even when 

w/rc = 0.4 is not significantly smaller than unity. 
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Figure 4-10. Transient analysis simulates the electropherograms output from three detectors, 
which are respectively arranged before the first turn (top trace), in the middle of the inter-
turn straight channel (middle trace) and after the second turn (bottom trace). 

Figure 4-10 shows the separation electropherograms of an analyte comprised of two 

species a (TRITC-Arg) and b (rhodamine B) at three detectors obtained from the transient 

analysis. The spacing between concentration peaks of species a and b increases as they 

migrate through the channel, but due to the band-broadening effect, the amplitude 

decreases continuously. 
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4.5.2.3 Case of Small τt andτs 

Consider the final case where both dimensionless times τt and τs are small for a double 

complementary-turn channel. According to Eq. (4.41), the Peclet number Pe is then 

necessarily large (L/w > 1 for practical electrophoresis microchips). The molecules do not 

have sufficient time to diffuse transversely and convection is the dominant dispersion 

mechanism in both straight channel and turn elements. High-convective dispersion is 

practically important for microchip electrophoresis of species with low diffusivities, such 

as separation of DNA in a gel or sieving matrix [135, 145]. Here a species with a very low 

diffusivity undergoing electrophoresis with calculated dimensionless times τt = 8.5×10-4 

and τs = 5×10-3 (see Appendix) is considered. This geometry has been experimentally 

investigated by Paegel et al. [145]. Since material property information [150] given therein 

is insufficient for extracting experimental data on band broadening, system simulations are 

compared with numerical results.  
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Figure 4-11. Band shapes at different locations in a double complementary-turn serpentine 
channel when both dimensionless times are small (τt = 8.5×10-4 and τs = 5×10-3). (a) 
Contour plot from numerical simulation (not to scale). (b) Transverse distribution of the 
first moment c1. 
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Shown in Figure 4-11 are band shapes at different locations in the serpentine channel. A 

sharp skew forms at the exit of the first turn (at station I) because of the small τt. Now, 

since τs is also small, the skew persists through the inter-turn straight channel (station II), 

and as a result can be significantly cancelled out by the second turn, which causes a 

counter-skew (station III). Figure 4-12 shows the variance calculated from the system 

simulation at element interfaces. It can be seen that axial molecular diffusion is negligible, 

as reflected by the very small change in variance in the straight channels. The variance after 

each turn changes significantly due to dominant convective effects, and the overall variance 

is small as a result of skew cancellation.  
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Figure 4-12. Variance vs. migration time in a double complementary-turn serpentine 
channel in the case of small dimensionless times (τt = 8.5×10-4 and τs = 5×10-3). Results 
from the system simulation are compared to those from the numerical simulation. 

The system simulation results agree with the numerical data. The relative error (< 11%) 

however, is larger than those in the cases discussed above. This is because, unlike the cases 

where at least one of the two dimensionless times is large, diffusion plays an insignificant 

role when both τt and τs are small, and band-broadening is almost exclusively convective. 

Thus, errors in convection modeling, which are closely associated with the velocity 



 

 

80

linearization and transition region modeling errors in Eq. (4.29), are significant compared 

to the total variance change, leading to larger overall relative errors. 

4.5.3 Dispersion in Multi-Turn Serpentine and Spiral Channels 
To illustrate the utility of the model for efficient simulations of complex electrophoretic 

separation channels, a serpentine channel containing three identical pairs of complementary, 

180°-turns are considered.  

0 2 4 6

0

1

2

3

τs=0.005, τt=0.0039

τs=0.02, τt=0.016

τs=0.05, τt=0.039

τs=0.01, τt=0.0078

τs=0.04, τt=0.032

τs=0.1, τt=0.078

 

Symbol: Numerical
     Line: Analytical

σ2 (
×1

0-4
cm

2 )

Turn number
0 2 4 6

0

1

2

3

τs=0.005, τt=0.0039

τs=0.02, τt=0.016

τs=0.05, τt=0.039

τs=0.01, τt=0.0078

τs=0.04, τt=0.032

τs=0.1, τt=0.078

 

Symbol: Numerical
     Line: Analytical

σ2 (
×1

0-4
cm

2 )

Turn number
0 2 4 6

0

1

2

3

τs=0.005, τt=0.0039

τs=0.02, τt=0.016

τs=0.05, τt=0.039

τs=0.01, τt=0.0078

τs=0.04, τt=0.032

τs=0.1, τt=0.078

 

Symbol: Numerical
     Line: Analytical

σ2 (
×1

0-4
cm

2 )

Turn number
0 2 4 6

0

1

2

3

τs=0.005, τt=0.0039

τs=0.02, τt=0.016

τs=0.05, τt=0.039

τs=0.01, τt=0.0078

τs=0.04, τt=0.032

τs=0.1, τt=0.078

 

Symbol: Numerical
     Line: Analytical

σ2 (
×1

0-4
cm

2 )

Turn number
 

Figure 4-13. Species band’s variance at various locations in a serpentine channel consisting 
of three pairs of complementary turns, as calculated from the system (Lines) and numerical 
(Symbols) simulations. τt and τs range from 0.0039 to 0.078 and 0.005 to = 0.1 respectively. 

The schematic is again as shown in Figure 4-1 (with 13n = ). To our knowledge, this is 

the first time an electrophoretic separation channel of this level of complexity has been 

accurately simulated with the lumped-parameter model. The channel has dimensions w = 

50 µm, rc = 250 µm (b = 0.2), inter-turn straight channel L3 = L5 = L7 = L9 = L11  = 1000 µm, 

leading channel L1 = 200 µm and ending channel L13 = 500 µm. With this geometry, the 

dimensionless times are related by / 0.78t sτ τ = . τs ranging from 0.005 to 0.1 by varying 

the diffusivity of the species is considered. Figure 4-13 shows the variance from system 
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and numerical simulations extracted in the straight channels (L5, L9 and L13) after the 2nd, 

4th and 6th turns, when the centroid of the species band is at their midpoints. The variance 

increases with even-numbered turns in a linear to sublinear manner depending on τt and τs, 

as has been reported in the literature [10]. Very good agreement between system and 

numerical simulation results is found. The best match between them is found to be within 

0.3% for τt = 0.078 and τs = 0.1, when both dimensionless times are relatively large and 

transverse diffusion plays a more significant role to limit skew effect in the turns. The 

relative error increases progressively as the dimensionless times are decreased. The largest 

overall error is found to be 9.5%, when the dimensionless times take on the smallest values 

considered: τt = 0.0039 and τs = 0.005. Similar to the case of a single pair of 

complementary turns, this relatively large error at small dimensionless times can be 

attributed to the transition region errors due to diminished diffusion effects. 
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Figure 4-14. A spiral-shaped channel modeled as serially connected turn elements with 
increasing radii. (a) Geometry and element numbering. (b) Schematic using elemental 
models. 



 

 

82

400 600 800 1000 1200

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
1.1
1.2

0

2

4

6

8

10

12

14

 

 Sys.Simul
 Experiment

Th
eo

re
tic

al
 P

la
te

s (
×1

06 )

E (V/cm)

R
elativ e error  (%

)

400 600 800 1000 1200

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
1.1
1.2

0

2

4

6

8

10

12

14

 

 Sys.Simul
 Experiment

Th
eo

re
tic

al
 P

la
te

s (
×1

06 )

E (V/cm)

R
elativ e error  (%

)

 
Figure 4-15. Comparison between the system simulation results and experimental data for a 
spiral shaped channel. Left coordinate: theoretical plate number; and right coordinate: 
relative plate-number error of the model compared with experimental data [144]. 

Now the accurate lumped-parameter analysis of a multi-turn spiral-shaped separation 

channel will be presented, which has also been commonly used in microchip 

electrophoresis systems [144]. The schematic of this type of complex channel is shown in 

Figure 4-14. Such channels differ from serpentine channels in that the skew, turn variance 

and total variance always increase with the turn number since the band skew in all turns has 

the same sense and does not cancel. A spiral channel consisting of a straight inlet channel 

and five 180°-turns connected in series ( 6n =  in Figure 4-14) is considered. The 

dimensionless times in turns, calculated from Eq. (4.41), range from 1.4 to 10.5 (see 

Appendix). A channel with this geometry and dimensionless times has been experimentally 

studied by Culbertson et al. [144], who presented band-broadening measurements in terms 

of the theoretical plate number N [154, 155]. To facilitate comparison with the 

experimental data, { }( )5
outN , the plate number is considered at the outlet of element 5, 

where species detection is made. Figure 4-15 shows the plate number from the system 
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simulation as the species band is electrophoretically driven in the spiral-shaped channel, 

compared with experimental data [144]. Due to the relatively large dimensionless times, 

the molecular diffusion dominates and excellent agreement between the system simulation 

results and experimental data is observed. The overall relative error of 12% is considered 

acceptably small considering uncertainties in the knowledge of species diffusivity [144]. 

4.5.4 Dispersion in Hybrid Networks Including Both Serpentine and 

Spiral Channels 
Finally, a more challenging case of hybrid electrophoretic separation microchips [153] 

including both spiral and serpentine channels will be considered, as shown in Figure 4-16. 

Due to the difficulty of accounting for the coexisting skew canceling and strengthening 

effects in such a topology, it has not been effectively investigated since proposed [153]. 
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Figure 4-16. A hybrid electrophoretic separation microchip including both spiral and 
serpentine channels and its simulation schematic. 
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Figure 4-17. Comparison between numerical data and system-level schematic simulation 
on variance vs. separation time in the hybrid electrophoretic separation microchip. 

Figure 4-17 shows system simulation results of the variance of a species band vs. time 

in this chip using the behavioral models, along with the comparison to numerical data. A 

low species diffusivity of D =1×10-11 m2 s-1 is chosen to analyze the high-convective 

dispersion and the strong skew interaction among elements (other properties and 

parameters are the same as those of TRITC-Arg in Appendix). It is shown in Figure 4-17 

that since species flows in the clockwise direction in both turns T1 and T2 (spiral topology), 

T2 strengthens the sharp skew generated by T1, leading to a more skewed band and higher 

variance. Due to the small species diffusivity, the skew almost persists through the inter-

turn straight channel between T2 and T3 and is significantly cancelled out by T3, which as 

a result yields a drastic variance drop in T3 (serpentine topology). However, the skewed 

band after T3 is overly corrected by T4 and a counter-skew is shown afterward. Excellent 

agreement between the system and numerical simulation results with 1% relative error and 

tremendous speedup up to 400,000× have been achieved in Figure 4-17. This is also the 
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first time that the high convective dispersion in the hybrid electrophoresis microchip at this 

complexity level has been accurately and efficiently simulated by analytical models. 

Computation efficiency. Finally, the drastic improvement in computational efficiency 

offered by the model over full numerical simulations should be discussed. Based on 

integration of parameterized and lumped elemental models, the schematic is reusable and 

allows efficient exploration of design parameter space. A non-expert user can quickly 

compose a complex design schematic by wiring the blocks representing elemental models 

and inputting parameters for a fast and reliable top-down iterative system-level design. 

Modifications of chip topology and dimensions can be readily and robustly evaluated using 

the model. This is in contrast to full numerical simulations, which are time-consuming for 

both problem setup and solution. Numerical simulations also involve subtle accuracy 

versus numerical stability tradeoffs, requiring the user to have expert knowledge in 

electrophoretic dispersion physics. Finally, the geometrical models used for numerical 

simulation cannot be reused when designs are modified. The system simulations are run on 

a multi-user, 10-CPU 360 MHz UltraSPARC II processors with 640MB RAM per CPU 

node. With these tools, complementary-turn channels are simulated using the behavioral 

model within 50 seconds with netlisting (necessary for the first of a series of iterative 

simulations) and less than 1 second without netlisting (for subsequent simulations in the 

iterative process) with accuracies reported in the examples above. In contrast, numerical 

simulations of such channels, conducted in FEMLAB 2.3b [152] on a PC with a Pentium 

IV 1.8 GHz processor and 1 GB of RAM, require 10 minutes (when the dimensionless 

times are large in Figure 4-6) to 39 hours (when the dimensionless times are small in 

Figure 4-11, requiring small mesh sizes for accuracy and stability). The numerical 
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simulation in Figure 4-16 for the hybrid network is performed on a multi-user, 2-CPU 1-

GHz Sun Fire 280 processors with 4 GB RAM due to its demanding memory requirement, 

and costs around 4.5 days to achieve the reported accuracy. The computational advantage 

of the behavioral model is thus clear, making possible system-level optimal design that 

may involve hundreds or thousands of iterative simulations. Pfeiffer et al. [149] recently 

presented a synthesis engine in MATLAB [156] employing this model and optimized 

electrophoresis chip topology in 30 minutes for a two species separation system involving 

21 elemental channels. Iterations for optimal microchip design would have taken several 

days if the numerical simulation had been used.   

4.6 Summary 
A behavioral model library for analyzing the dispersion of charged species molecules in 

complex separation microchannels has been presented. A microchannel of general shape 

has been decomposed into a system of element channels with simple geometries connected 

in series. Parameterized analytical models for elemental channels have been developed, and 

a representation of the entire electrophoresis channel has been obtained. The resulting 

system-level schematic simulation has been verified with experimental data and numerical 

analysis, and used to perform a systematic analysis of species band-broadening in 

serpentine and spiral-shaped electrophoresis channels, yielding insights into the effects of 

key dimensionless parameters. The model has demonstrated drastically improved 

computational efficiency over numerical simulations, and is thus well suited for optimal 

microchip design processes that typically involve large numbers of design iterations.  

Parameterized behavioral dispersion models for element microchannels are the key 

components in the model library. Two types of element channels with uniform rectangular 
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cross sections, straight channels and circular turns have been considered. Such elements are 

amenable to analytical modeling and are sufficiently general to represent channels 

commonly used in the microchip electrophoresis community. The models hold for species 

bands with general initial shape, which allows us to consider the effects of initial skew on 

species band dispersion and the skew interaction between turns for the first time. This 

proves a key to modeling a channel system where all elements generally involve skewed 

species bands as input. 

The system-level schematic has been used to perform a parametric study to account for 

the skew interactions in serpentine channels consisting of a pair of complementary turns. It 

has been found that when τt is relatively large (e.g., τt > 1), the turn-induced variance is 

minimized and is independent of τs, while the overall variance arises primarily from 

contributions of diffusion and grows linearly with the dimensionless times. As a result, 

high accuracy is obtained and agreement with numerical simulations is within 1%. On the 

other hand, when τt is small (e.g., τt < 0.01), there is strong convection in the turns. In this 

case, the turn-induced and overall variance both depends rather strongly onτs. For a large τs, 

the overall turn-induced variance is the sum of contributions from the individual turns, and 

the system simulation results agree with numerical analysis again within 1%. On the other 

hand, when τs is small, strong convective effects are present in both straight and turn 

elements, resulting in small turn-induced and overall variance. Errors in transition region 

modeling and in velocity approximation are more pronounced but are still within 11%. 

Finally, the high computational efficiency of the model has allowed accurate system-

level simulations of serpentine channels consisting of multiple pairs of complementary 

turns and multi-turn spiral-shaped channels to be performed for the first time. The model 
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has been applied to a serpentine channel with three pairs of complementary turns, and 

reveals trends in the effects of the dimensionless times τs and τt that are similar to single-

pair complementary turns. That is, as τs and τt vary from small ( 0.0039sτ =  and 

0.005tτ = ) to relatively large magnitudes ( 0.078tτ =  and 0.1sτ = ), the accuracy of the 

model, as compared with full numerical simulations, improves from 9.5% to 0.3%. Spiral-

shaped channels differ from serpentine channels in that the skew, turn-induced variance 

and total variance always increase with the turn number, as the band skew in all turns has 

the same sense and does not cancel. The system simulation has been successfully applied to 

a five-turn spiral channel, and the results are within 12% compared with experimental data 

[144]. The simulation capabilities on hybrid electrophoretic separation networks including 

both serpentine and spiral topologies and involving coexisting skew strengthening and 

canceling effects have been eventually confirmed with excellent agreement with numerical 

simulations (1%).  

4.7 Appendix  
Extraction of Experimental and Numerical Data from the Literature. 

Parameters for serpentine channels. Data are extracted from two experiments 

reported by Culbertson et al.[135]. In the first experiment, the two complementary turns 

each had mean radius 500 µm, and the inter-turn straight channel had length L3 = 4000 µm. 

The most upstream and downstream channels (L1 and L5) respectively had lengths of 6000 

µm (starting from injection point) and 1500 µm (at experimental detection point). The 

channel cross section was trapezoidal in shape but approximated by a rectangle of width 37 

µm and depth 10 µm [147]. Electrophoresis of rhodamine B was performed in the channel 
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with a 50/50 (v/v) MeOH/20 mM sodium borate buffer. The average electrokinetic velocity 

was measured to be U = 0.0051 cm s-1 at E = 50 V cm-1 in the straight channel, and the 

diffusivity was found to be D = 2.72×10-10 m2 s-1 by fitting the σ2 vs. t experimental data to 

the equation 2 2Dtσ = . With these parameters it can be calculated that w/rc = 0.074, τt = 

6.12 and τs = 15.6.  

In the second experiment, the two complementary turns each had mean radius 125 µm, 

approximate channel width 50 µm [135, 147] and the inter-turn straight channel had length 

4000 µm. The most upstream and downstream channels (L1 and L5) respectively had 

lengths 6000 µm (starting from injection point) and 1500 µm (at experimental detection 

point). The average velocity and diffusivity of the species (TRITC-Arg) were similarly 

determined to be U = 0.0717 cm s-1 at E = 600 V cm-1 and D = 3.12×10-10 m2 s-1 

respectively. With these parameters it can be calculated that w/rc = 0.4, τt = 0.068 and τ s= 

0.696.  

For the case of low τt and τs, a fabricated microchip of two complementary turns for 

electrophoresis of a HaeIII digest of φX174 bacteriophage DNA in 1×TAE run buffer and 

HEC sieving matrix [145] has been modeled. Both turns had a mean radius 500 µm, and 

the length of the inter-turn straight channel was estimated to be 9330 µm. The most 

upstream and downstream channels (L1 and L5) had length 32000 µm and 9330 µm, 

respectively. The channel cross section was trapezoidal in shape but approximated by a 

rectangle of width 124 µm and the average electrokinetic velocity is estimated as 1200 µm 

s-1 at E = 300 V cm-1 based on published electropherograms [145, 151]. The molecular 
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diffusivity is D = 1×10-11 m2 s-1. Thus, it can be calculated that w/rc = 0.248, τt = 8.5×10-4 

and τs = 5×10-3. 

Parameters for the spiral-shaped channel. The spiral-shaped electrophoresis 

microchannel investigated by Culbertson et al. [144] consisted of a straight channel and 

five 180°-turns with radii of 1.9, 1.8, 1.7, 1.6 and 0.8 cm, respectively. The most upstream 

straight channel L1 was 2500 µm. Electrophoresis was performed in a 20 mM boric 

acid/100 mM TRIR buffer at electric field strengths of 370~1170 V cm-1, giving an 

electrokinetic mobility about 4.14×10-8 m2 s-1V-1, which is calculated from the 

electropherogram reported therein. A diffusivity of 4.33×10-10 m2 s-1 measured at the 

moderate field in another straight channel using the same buffer and electric field range is 

assumed for the simulation. Detection was made at 22.2 cm downstream of the injector. 

The electric field used varied from 370 V cm-1 to 1170 V cm-1. From these parameters, the 

following parameters are calculated: at E = 370 V cm-1, τ1 = 10.5, τ2 = 10, τ3 = 9.44, τ4 = 

8.88, τ5 = 4.44; at E = 770 V cm-1, τ1 = 5.06, τ2 = 4.8, τ3 = 4.53, τ4 = 4.27, τ5 = 2.13; at E = 

970 V cm-1, τ1 = 4.02, τ2 = 3.81, τ3 = 3.6, τ4 = 3.39, τ5 = 1.7; and at E = 1170 V cm-1, τ1 = 

3.33, τ2 = 3.16, τ3 = 2.98, τ4 = 2.8, τ5 = 1.4. 
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Chapter 5 Modeling of Joule Heating Dispersion in 

Electrophoretic Separation Microchips 

5.1 Introduction 
For electrophoresis, high electric fields are preferentially used to reduce the separation 

time and minimize the band-broadening effects arising from molecular diffusion [151, 155] 

(Eqs. (4.1)~(4.3)). Sub-millisecond microchip electrophoresis has been successfully 

demonstrated using an extremely high electric field of 53 kV cm-1 [155]. This process, 

however, is accompanied by resistive heating (Joule heating), of the buffer as the electric 

field also induces a current. Joule heating leads to non-uniformities in the buffer 

temperature and locally alters species electrophoretic mobility, which contributes to 

dispersion. Joule heating can also be appreciable in microchannels of relatively large cross-

sectional dimensions (larger heat generation and poorer heat dissipation), which are at 

times used to allow longer detection cells, higher detectability, reduced adsorption of 

analytes on channel walls, and less stringent requirements on sample injection schemes 

[157]. It is therefore important to develop models that account for the effects of Joule 

heating on analyte dispersion that will enable the optimal design of electrophoretic 

separation microchips.  

Closed-form and parameterized models are highly desirable for describing Joule heating 

dispersion in microchip electrophoresis, as they provide computational efficiency 

appropriate for use in iterative design processes to explore the parameter space  [149]. 

Taylor [158, 159] and Aris [150] pioneered studies of dispersion phenomena by 

considering dispersion of a solute in hydrodynamically driven flow in a circular capillary, 

and developed the classical Taylor-Aris theory in which dispersion at large solute migration 
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time (i.e., steady state) is represented by a constant dispersion coefficient. This theory has 

been used extensively in capillary electrophoresis. In particular, Knox et al. [160, 161] 

investigated Joule heating induced Taylor-Aris dispersion of electrophoresis in a circular 

capillary, while Cifuentes et al. [162] studied steady-state Joule heating induced dispersion 

in a rectangular capillary that is assumed to have an infinitely large aspect ratio. In the 

context of microchip electrophoresis, Molho [151] presented an analytical steady-state 

model for Joule heating induced dispersion in rectangular channels that is based on models 

developed for circular capillaries. For electrophoresis in a constricted turn, he also 

investigated dispersion effects of Joule heating and turn curvature at specific regimes, 

which were assumed to be decoupled. Jacobson et al. [155] used the results of Knox et al. 

for capillaries to evaluate Joule heating dispersion effects in rectangular microchannels. It 

is important, however, to note that in microchip-based electrophoretic separations, 

dispersion is often not in steady state due to short species residence times in the channel. 

The use of steady-state dispersion models for unsteady dispersion, as well as approximation 

of rectangular channels by capillaries, in general leads to significant errors. Unsteady 

dispersion in rectangular channels has been investigated by Doshi et al. [163] in the context 

of gravity-driven hydrodynamic flow. They found that such dispersion involves three 

stages characterized by diffusion time constants along the two cross-sectional dimensions, 

and differs distinctly from dispersion in hydrodynamic flow between two parallel plates, as 

discussed by Dorfman and Brenner [164].  

In this chapter, a parameterized analytical model for Joule heating dispersion in 

electrophoretic separation microchannels is presented. Joule heating-induced variations in 

temperature and species electrophoretic velocities across the channel are first obtained to 
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establish the convection-diffusion equation, which is then formulated in terms of spatial 

moments of species concentration [150] (Section 5.2.1). The equation is then analytically 

solved to yield a distributed and a behavioral model for Joule heating induced dispersion, 

which holds for species bands of general initial shape in both straight channels and 

constant-radius turns (Section 5.2.3) in all mass transfer regimes, including unsteady 

dispersion processes that commonly occur in microchip electrophoresis. The distributed 

model is employed to study transient Joule heating dispersion behavior of a species band 

within a straight channel (Section 5.3), while the behavioral model is integrated into a 

system-level simulation to investigate the influence of geometrical, operational and 

material parameters on Joule heating dispersion in both straight channels and turns. The 

model is also validated with full numerical simulation results; very good agreement and 

impressive speedup have been demonstrated (Sections 5.3, 5.4 and 5.5). A summary of the 

chapter is presented in Section 5.6. 

5.2 Joule Heating Dispersion Model 
In this section, both distributed and behavioral models for Joule heating dispersion in 

straight channels and turns will be presented. The modeling of other separation elements, 

such as the injector, detector and reservoirs was discussed in the previous chapter.  

5.2.1 Governing Equations 
This subsection presents the governing equations for dispersion in the presence of Joule 

heating during the electrophoretic transport of a charged species in a microchannel. The 

microchannel is bounded by a pair of planes parallel to the chip surface, and a second pair 

of planes or a pair of concentric circular cylindrical surfaces perpendicular to the chip 

surface (Figure 5-1). The channel hence has constant rectangular cross sections with width 
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w, height h, and aspect ratio β = w/h. The line connecting the cross-sectional centers (the 

channel axis) is straight with length L, or a circular arc with mean radius rc, included angle 

ϕ, and length L = rcϕ. In the latter case the channel is called a constant-radius turn, and it is 

assumed that the width-to-radius ratio is small: 1cb w r .  It is also assumed that the 

channel is long, i.e. / 1w L  and / 1h L . These straight and constant-radius turn 

geometries are sufficiently general to be used to represent the majority of general-shaped 

microchannels that are commonly seen in practice [123]. 
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Figure 5-1.  Geometry and coordinate frame for (a) a straight channel and (b) a semi-
circular turn. 

The coordinate frame is shown in Figure 5-1b. The governing equations will be given 

for a constant radius-turn, which when 0b = , reduces to the special case of a straight 

channel. Given a voltage ∆V applied across the length of the channel, it can be shown that 

the electric field is approximately given by [123, 147] 

 0( , , ) ( [1+ (1/2 / )],0,0)x y zE E E E b y w= −  (5.1) 
 
where 0E V L= ∆ . That is, the electric field, directed along the channel axis, is constant in 

a straight channel, and varies linearly across the width of a turn. 

The electric field induces a current in the conducting buffer generating heat q  (Joule 

heating) [160, 161], 
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 2q E= σ  (5.2) 
 
where σ is the buffer’s electric conductivity. Joule heating will cause temperature variations 

along the channel’s cross section. Such temperature variations can be assumed in steady 

state, as the time required for the buffer to reach thermal equilibrium within the channel is 

generally much smaller than the characteristic diffusion time. For example, for a channel (h 

= 50 um) filled with an aqueous buffer, its thermal time constant is ~1.8×10-3 s, which is 

100 fold less than the transverse diffusion time (~2.5×10-1 s) of an ionic species (D~1×10-9 

m2 s-1). In addition, as the channel length is much larger than the cross-sectional 

dimensions, the temperature distribution can be assumed to be independent of the axial 

coordinate x. Thus, by neglecting terms of order 2b  or higher [147], the steady-state heat 

transfer problem is governed by a two-dimensional equation: 

 
2 2

2 2

q
y z k
θ θ∂ ∂

+ = −
∂ ∂

 (5.3) 

 
where wT Tθ = − , T is the buffer temperature, Tw is the buffer temperature at the channel 

wall, and k is the buffer’s thermal conductivity. Here, to a first approximation, Tw is taken 

to be uniform everywhere on the channel wall. This approximation is valid especially when 

the substrate is a good thermal conductor (e.g., silicon) or the microchannel within a thin 

chip has a large aspect ratio ( 1β ), so that the temperature non-uniformity only occupies 

a small portion of the cross sectional perimeter (around the channel corner). In this case 

0θ =  everywhere on the channel wall.  

The effect of Joule heating on electrophoretic transport is primarily manifested via the 

temperature dependence of the buffer viscosity η. Within temperature ranges relevant to 

microchip electrophoresis, the viscosity is approximately linear in temperature: 
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( )1w αθ= −η η , where ηw is the buffer viscosity at the channel wall, and α is the buffer’s 

temperature coefficient of viscosity [160, 161]. The electrophoretic mobility of the species 

is given by /εζ ηaµ = , where ε is the permittivity of the buffer, ζ the zeta potential and a a 

constant [161]. It has been experimentally shown that εζ is independent of temperature 

[165]. Therefore µ depends on temperature only via the temperature dependence of 

viscosity. When 1αθ , ( )1wµ µ αθ= +  is valid, where /εζ ηw waµ = . It follows that the 

electrophoretic velocity, given by ( )( , , ) ,0,0x y z xv v v Eµ=  [151, 160-162], is non-uniform 

over the channel’s cross section, and causes dispersion of the species band. The combined 

effect of Joule heating and turn geometry on dispersion is represented by an apparent axial 

species velocity ( )( )1 1 2x xu v b y w= − −  [147]. For convenience, a dimensionless frame 

( )x Ut hξ = − , y hη =  and z hζ =  moving at the average apparent species velocity 

( ),0 1wU u αθ= +  and a dimensionless time 2Dt hτ =  are used. Here ,0 0w wu Eµ=  and the 

overbar denotes the cross-sectional average. The three-dimensional convection-diffusion 

equation, which governs the species transport, then takes the form [123] 

 
( )

2 2 2

2 2 2

0, 0,1 0

Pe

/ 0,    / 0,    , , ,0

c c c c c

c c c cη β ζ τ

χ
τ ξ η ζ ξ

η ζ ξ η ζ= = =

∂ ∂ ∂ ∂ ∂
= + + −

∂ ∂ ∂ ∂ ∂

∂ ∂ = ∂ ∂ = =
 (5.4) 

 
where c is the species concentration and Pe Uh D=  is the Peclet number. Here, χ is the 

normalized apparent species velocity with respect to U and is given by 

 
( ) ( )
( ) ( ) ( )
- 1   for a straight channel( , )( , )
- 1 2 1   for a turn

xu U
U b

ε φ φ εφη ζχ η ζ
ε φ φ η β εφ

⎧ +− ⎪= = ⎨
⎡ ⎤+ − +⎪⎣ ⎦⎩

 (5.5) 
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where 2 2
0( / )E h kε α= σ  and 2 2

0/( / ) /σE h kφ θ αθ ε= = , which can be found from Eqs. (5.1)

-(5.3). From these equations, it can be seen that 2 2
0 /σE h k  is a characteristic temperature 

due to Joule heating. Therefore the dimensionless parameter ε is the characteristic of Joule 

heating intensity and will be hereafter called the Joule heating coefficient. Also note that 

ε  can be thought of as dimensionless electric field strength. The dimensionless variable 

φ, which depends only on the dimensionless curvature b and aspect ratio β (Section 5.2.2), 

can be interpreted as the normalized buffer temperature. Terms of the second or higher 

order in b and α have been neglected for a turn in Eq. (5.5). 

Eq. (5.4) can be formulated in a closed form in terms of spatial moments of the species 

concentration [150, 151] using the method of moments presented in the previous chapter 

with the difference being that there is non-uniformity in the temperature and species 

velocity along both η and ζ dimensions. Specifically, if the entire species band is contained 

in the channel, Eq (5.4) holds effectively for ξ−∞ < < ∞ such that 0c →  as ξ → ±∞ . 

Define 

 
( ) ( )

( )
1

0 0

1

, , , , ,         and 

  ( 0,1,2,...)

p
p

p p p

c c d

m c c d d p
β

β

η ζ τ ξ ξ η ζ τ ξ

τ η ζ

∞

−∞
=

= = =

∫

∫ ∫
 (5.6) 

 
where cp is the pth moment of the concentration in an axial filament of the species band that 

intersects the cross sections at η and ζ, and mp is the pth moment of the cross-sectional 

average concentration, respectively. Eq. (5.4) can be integrated with respect to ξ to yield 

 
( )

( )

2 2

2 12 2

0, 0,1 0 0

1 Pe

/ 0,    / 0,    ( , ) , , ,0 .

p p p
p p

p
p p p p

c c c
p p c p c

c c c c c dη β ζ τ

χ
τ η ζ

η ζ η ζ ξ η ζ ξ ξ

− −

∞

= = = −∞

∂ ∂ ∂
= + + − +

∂ ∂ ∂

∂ ∂ = ∂ ∂ = = = ∫
(5.7) 
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which can be further integrated over the cross section to obtain 

 
( )

( )

2 1

1

0 00 0

1

1 Pe

0 ( , )

p
p p

p p p

dm
p p c p c

d

m m c d d
β

β

χ
τ

η ζ η ζ

− −= − +

= = ∫ ∫
 (5.8) 

 
In both Eqs. (5.7) and (5.8), any term that contains ci with i < 0 is set to zero. To 

determine the broadening of the species band, these equations can be solved to obtain 

moments up to the second order (Chapter 4).  

 It should be noted that in addition to the electrophoretic mobility µ, other material 

properties, such as the buffer’s electric conductivity σ, thermal conductivity k, and the 

species diffusivity D, in general also vary with temperature gradients within the channel. 

However, the temperature dependence of these parameters influences dispersion less 

significantly than the temperature dependence of µ. For example, from Eqs. (5.2) and (5.3), 

the non-uniform component of Joule heating, due to the temperature dependence of σ and k, 

is generally small compared with the total Joule heating. In addition, from a more general 

form of the convection-diffusion equation [112], it can be shown that the effect on 

dispersion resulting from the temperature dependence of D, as opposed to that of µ, is of 

second order. Therefore, it is reasonable to assume, as in the formulation above, that all 

material properties except µ are constant [160, 161] and can be evaluated at the average 

buffer temperature in the channel.  

5.2.2 Distributed Model 
This section presents a distributed analytical model for dispersion of electrophoretic 

transport in the presence of Joule heating within a straight channel or a turn. The model is 

obtained by first solving Eq. (5.3) for cross-sectional temperature distributions. Eq. (5.5) 
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then provides the electrophoretic velocity profile, which can be used to solve Eqs. (5.7) and 

(5.8) for the moments of the species concentration and hence the dispersion characteristics 

of the species band. 

The normalized buffer temperature φ, introduced with Eq. (5.5), can be found from Eqs. 

(5.1)-(5.3): 

 2
1

2(1 ) bb φφ φ
β

= + +  (5.9) 

 
where  

( ) ( )( )
( ) ( )( )

( ) ( )

2

1 3
1

1 1

2
1

cosh 211 1 1 cos 2 1
2 4 2 cosh

2 1
1 sin

1

i i

i

i
i

i
i i i

i

i i

e e i
i e

ζ λ ζ λ

λ

κ η β
φ ζ κ ζ

κ κ β

β πηφ
π λ β

∞

=

+ −∞

=

⎧ ⎫−−⎪ ⎪⎛ ⎞= − − + −⎨ ⎬⎜ ⎟
⎝ ⎠⎪ ⎪⎩ ⎭

⎛ ⎞− ⎛ ⎞+
= − + ⋅⎜ ⎟ ⎜ ⎟⎜ ⎟⋅ + ⎝ ⎠⎝ ⎠

∑

∑
 

 
with ( ) 212 πκ −= ii  and ( )2βπλ ii = (i=1, 2, 3,…). 

 The normalized velocity profile χ is then obtained from Eq. (5.5) and substituted into 

Eqs.  (5.7) and (5.8), which can be solved for the moments of the species concentration. 

The solution procedure has been outlined in the previous chapter; with the difference being 

that χ here includes a contribution from the Joule heating velocity and varies in both cross-

sectional dimensions. First, by conservation of mass, m0 is constant. 0 1m =  is chosen 

without loss of generality. In addition,  

 ( )0 , , ( , , , ) 1c c dη ζ τ ξ η ζ τ ξ
∞

−∞
= =∫  (5.10) 

 

provided the initial condition is such that ( , , , 0) 1c dξ η ζ ξ
∞

−∞
=∫ . This indicates that if all 

infinitesimal axial species band filaments have the same mass initially, then this will be the 
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case at all times. This is typically true in practice (Chapter 4) and will be assumed in the 

remainder of this chapter.  

For the first moment, it can be found that m1(τ) = 0 if the origin of the moving frame is 

chosen such that it initially coincides with the species band’s centroid. Thus, the centroid 

and the moving origin coincide at all times if they do so initially. The first moment c1, 

which represents the skew of the species band, is found to be  

 ( ) ( )1
0 0

, , ( )cos cosnm
m n

c S n m ηη ζ τ τ πζ π
β

∞ ∞

= =

⎛ ⎞
= ⎜ ⎟

⎝ ⎠
∑∑  (5.11) 

 
where 00 00( ) (0)S Sτ =  and 

 
( )Pe 1

( ) (0)    if 1,
nm

nm
nm

nm nm
nm

e
S S e n m

λ τ
λ τ

χ
τ

λ

−
−

−
= + + ≥  (5.12) 

 

with ( ) ( ) ( )
1

100 0
(0) , cos cosnm nmS c n m d d

β
ν η ζ πζ πη β η ζ= ∫ ∫  and ( ) ( )2 2

nm n mλ π π β= +  

(n ≥ 0 and m ≥ 0). Here, νnm is defined as ν00 = 1/β, ν0m = 2/β, νn0 = 2/β and νnm = 4/β for n 

> 1 and m > 1, c10 is the initial skew (Eq.(5.7)). The Fourier coefficients for the normalized 

velocity χ are 00 0,χ =  0 0 4 (1 ( 1) ) /m
m m mbχ εφ λ= + − − , ( )2

m mλ π= , nm nmχ εφ= , 

( ) ( )
1

0 0
cos cosnm nm n m d d

β
φ ν φ πζ πη β η ζ= ∫ ∫ , n ≥ 0 and m ≥ 0. In contrast to the skew c1 

in the previous chapter, here it is a function of both transverse dimensions (η and ζ) and 

skew coefficients essentially are expressed and conveyed as a matrix. 

The second-order moment m2 can be found by solving Eq. (5.8) with 2p = . Then, the 

relationship ( )2 2 2 2
2 0 1 0h m m m mσ = − [151] yields the variance of the species band: 



 

 

101

 

( ) ( )

( )
( )

( )
( )

0

2

2
0 0

1

2 2 2

2 20 0
1

2 2
0

2 2 21,3,5... 0

2 0 Pe 1( ) 2

2 Pe 1
                    

1

64 Pe 1
    

1

16 Pe
                    

nm

nm

m

nm nm

n m nm nm
n m

nm nm

n m nm nmn m

m

m m m

S e

h

e

b e

b

λ τ

λ τ

λ τ

χσ τ τ
βν λ

ε φ λ τ

εφ βν λ

λ τ

εφ λ λ

ε

−∞ ∞

= =
+ ≥

−∞ ∞

= =
+ ≥

−∞

=

−∆
= +

+ −
+

+

+ −
+

+

+

∑ ∑

∑ ∑

∑

( )
( )

02
0 0

2 21,3,5... 0

1

1

m
m m

m m m

e λ τφ λ τ

εφ λ λ

−∞

=

+ −

+
∑

 (5.13) 

 
where 2 2 2( ) ( ) (0)σ τ σ τ σ∆ = − ; 2 ( )σ τ  and 2 (0)σ  are the species band variance at times τ 

and 0 respectively; τ  can be related to the channel’s axial coordinate by ( )2xD Uhτ = . 

The right-hand side of this equation shows that the increase in variance consists of 

contributions from molecular diffusion (the first term), the initial skew (the second term), 

Joule heating effects alone (the third term), turn curvature alone (the fourth term), and 

interactions between Joule heating and turn curvature (the last term). To our knowledge this 

is the first time these interactions are considered in microchip electrophoresis models in all 

mass regimes and in a coupled manner.  

Now several special cases of electrophoretic transport are considered. First, note that if 

1ε , Eq. (5.13) indicates that Joule heating can be ignored. Species band broadening will 

then be exclusively caused by diffusion and turn geometry, which recovers the turn-

induced dispersion model (4.23) in the previous chapter. Next, the Joule heating dispersion 

model can be considerably simplified for straight channels (b = 0). Assuming no initial 

skew (Snm(0) = 0) for simplicity, Eqs. (5.12) and (5.13) are simplified to 

 
( )wPe 1

( ) ,    if 1
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 ( ) ( )22 2 2
w

2 2
0 0

1

12 Pe2
nm

nm nm

n m nm nm
n m

e

h

λ τφ λ τσ τ ετ
β ν λ

−∞ ∞

= =
+ ≥

+ −∆
= + ∑ ∑  (5.15) 

 

where ( )
,0PePe

1
w

w

u D
hεφ

= =
+

 is the Peclet number defined using the electrophoretic 

species velocity at channel walls and independent of aspect ratio β. Define a dispersion 

coefficient by 21
2 ( ) /K d dtσ= ∆ . In the presence of Joule heating, Eq. (5.15) can be used 

to obtain the dispersion coefficient for a straight channel:  

 ( ) ( )
2

2 2

0 0

11 Pe ,   where   1 nmnm
w

n m nm nm

K D e λ τ

β

φγε γ
ν λ

∞ ∞
−

= =

= + = −∑∑  (5.16) 

 
It can be seen that K = D if Joule heating is absent and band broadening is caused by 

diffusion only. The dispersion coefficient depends on cross-sectional shape through γ, 

which is hence called the shape factor. It is important to note that γ is generally time-

dependent, and hence Joule heating effects can have different characteristics at different 

times (regimes). When time is sufficiently large (i.e., τ→∞) the shape factor approaches an 

asymptotic value  

 
2

0 0

1 nm

n m nm nm

φγ
β ν λ

∞ ∞

∞
= =

⎛ ⎞
= ⎜ ⎟

⎝ ⎠
∑∑  (5.17) 

 
The skew coefficients correspondingly take on asymptotic values Snm(∞) = εPewφnm/λnm 

(n+m ≥ 1). 

It is interesting to note that the shape factor given by Eq. (5.16) or (5.17) does not 

approach that for the electrophoretic transport between two parallel plates separated by h. It 

can be shown that for the parallel-plate case, a dispersion coefficient K can also be defined 

via the first equation of (5.16), with the shape factor given by 
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4
2,4,6,...

( 1) /n
n nn

e λ τγ λ τ λ∞ −
=

= + −∑ . As τ→∞, this expression tends to an asymptotic value γ∞ 

= 1/30240, which differs from the limiting value of (5.17) as β→∞. 

5.2.3 Behavioral Model 
Eq. (5.13) shows the evolution of species band spreading within a channel. With the 

knowledge of the residence time of the species band, the behavioral model that correlate 

the species dispersion states at element terminals can be attained in the same manner as that 

in the previous chapter. The dimensional (∆t) and dimensionless (τR) residence times of the 

centroid of a species band in an element channel are given by, 

 2 and out in R
L t Dt t t
U h

τ ∆ ⋅
− = ∆ = =  (5.18) 

 
where indices in and out represent the quantities at inlet and outlet of the channel.   

The variance and Fourier coefficients of skew is respectively given by 
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for a straight channel and  
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for a turn. By assuming a Gaussian distribution of the average species concentration cm at 

element terminals, the amplitude (A) of the species band can be obtained by 

 2 2
out in in outA A σ σ=  (5.23) 

  

5.2.4 Model Extensibility to Electroosmotic Flow 
Thus, an analytical behavioral model for dispersion due to Joule heating focusing on 

electrophoresis has been derived. Joule heating dispersion in electroosmotic flow (EOF) is 

not considered in the model, but may be addressed by conceptually similar approaches. In 

particular, for the special case of a straight channel, dispersion caused by EOF may actually 

be negligible if the electric double layer is thin compared with the channel cross-sectional 

dimensions; if the channel wall temperature Tw is uniform (otherwise, additional dispersion 

due to the dependence of EOF mobility on temperature would need to be included). Then, 

the current model will still be valid if the moving frame is given velocity U+Ueof, where 

Ueof is the EOF velocity (which is uniform over the channel cross section) and the residence 

time in Eq. (5.25) is defined by ( )( )2
R eofLD U U hτ = + . 
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5.3 Mass Transfer Regimes of Joule Heating Dispersion 
One of the most significant contributions of the present work beyond the previous 

studies is that the model can accurately capture disparate mass transfer regimes of Joule 

heating dispersion. In this section, effects of the dimensionless separation time τ on the 

Joule heating dispersion coefficient K in a straight channel with different aspect ratios β 

will be considered. Note that K characterizes the time rate of variance growth for the 

species band. Although obtained in the context of a straight channel, the results are also 

valid for turns and can be used to qualitatively interpret the simulation results below.  
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Figure 5-2. Shape factor γ as a function of the dimensionless time τ in a straight channel 
with different aspect ratios. 

In general, K is a function of the species migration time τ. According to Eq. (5.16), the 

dependence of K on both τ and β is captured by the shape factor γ. A species band that is 

initially unskewed will be studied. Similar discussions can be made for the case of an 

initially skewed species band by considering the initial skew effect (the second term in Eq. 

(4.23)). As shown in Figure 5-2, for all aspect ratios, γ increases with τ and eventually 

approaches an asymptotic constant value (i.e. the dispersion reaches steady state). This 
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process is characterized by two diffusion time constants: td = h2/2D for depthwise diffusion 

and tw = w2/2D for widthwise diffusion. Note that tw ≥ td as 1β ≥  (the corresponding 

dimensionless time constants are τd = 0.5 and τw = 0.5β2). For relatively large aspect ratios 

(e.g. β > 5), these two time constants are distinctly different, and the dependence of γ on τ 

can be divided into three regimes. The first regime is dominated by depthwise diffusion, 

which occurs when τ  < τd. In this regime, the dimensionless time is small and widthwise 

diffusion has not started to influence the shape factor. Thus, it is insensitive to the aspect 

ratio except for β = 1 (there is a strong interaction between diffusion processes in both 

cross-sectional dimensions). At the low end of this regime, i.e. τ < 0.1τd, γ increases 

approximately linearly with τ, and the channel can be reasonably approximated as a pair of 

parallel plates. On the other hand, in the second regime in which the dimensionless time is 

sufficiently large (i.e. τ > τw), diffusion in both widthwise and depthwise dimensions is in 

steady state. The overall dispersion process thus is also in steady state, and the shape factor 

is approximately a constant asymptotic value γ∞ (Eq. (5.17)). The overall dispersion can be 

represented by a constant dispersion coefficient (Taylor-Aris dispersion coefficient). In the 

third regime, which corresponds to the transition between the first two regimes, diffusion is 

in steady state in the depthwise dimension, but not the widthwise dimension. In this case, 

there is a plateau for γ  that differs from its steady-state value. Such a plateau is referred to 

as a pseudo-steady state [163]. It is also interesting to note that in the transition regime, γ is 

not monotonic in the aspect ratio (i.e. γ  is larger for β = 5 than for β = 20 and β = 100). 

Figure 5-2 also shows the shape factor at aspect ratios that are close to unity. In this case, tw 

~ td (i.e. the time constants do not differ significantly). The transition regime accordingly 



 

 

107

disappears, and the shape factor increases with time almost linearly until reaching steady 

state. 
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Figure 5-3. (a) The influence of the aspect ratio on the steady-state shape factor (γ∞) in a 
straight channel. (b) The dependence of the critical dimensionless time τc on the aspect 
ratio. 

Figure 5-3 shows that the influence of the aspect ratio on the steady-state shape factor 

(γ∞) and the critical dimensionless time τc, defined by ( ) 0.99cγ τ γ ∞= , which is the time 

required for dispersion to reach steady state. It can be seen that γ∞ increases monotonically 

with β since channels of larger aspect ratios allow less efficient heat dissipation. At 

sufficiently large aspect ratios (i.e. β→∞), the steady-state shape factor approaches an 
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asymptotic value: γ→2.6×10-4. It is important to note that this differs drastically (by a 

factor of 7.9) from the shape factor for dispersion of an electrophoresis species band 

between a pair of parallel plates, which is also shown in Figure 5-3a. Therefore, it is 

inappropriate to describe Joule heating dispersion using the parallel-plate approximation for 

rectangular channels. As shown in Figure 5-3b, the critical dimensionless time τc is nearly 

proportional to the square of the aspect ratio β, which is consistent with identifying the 

steady-state regime with the condition τ > τw= 0.5β2. This condition is practically useful to 

determine the appropriateness of representing Joule heating dispersion by a constant 

dispersion coefficient (i.e. Taylor-Aris dispersion). For example, in the previously 

described experiment data [155], the dimensionless time for the band to arrive at the 

detection point is 0.005, which is much smaller than  τc ≈ 1.3 (for β = 3.7). Therefore, the 

constant Taylor-Aris dispersion coefficient does not apply and the regime in which 

depthwise diffusion dominates should be considered. 

5.4 Joule Heating Effects in Straight Channels 
In this section, the analytical Joule heating dispersion model for a straight channel is 

first validated with numerical simulations. Then, a parametric study is performed to explore 

the design parameter space and investigate the dependence of Joule heating dispersion on 

the applied electric field, channel length and aspect ratio. 

5.4.1 Model Validation 
The model-predicted evolution of the variance of a species band in a straight channel is 

compared with numerical results. In this comparison, the channel is given a fixed width h = 

50 µm with an aspect ratio β varying from 1 to 8. The following parameters are used: σ2(0) 

= 3600 µm2 and Snm(0) = 0 (t = 0 is the time instant when the band’s centroid is at the 
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channel entrance), E = 3.0 kV cm-1, µw = 2×10-8 m2 V-1s-1, k = 0.6 W m-1 K-1, α = 0.025 K-1, 

σ = 0.1 S m-1, and D = 3.0×10-10 m2 s-1. These values correspond to Pe = 1072 and ε = 0.94. 

As shown in Figure 5-4, excellent agreement can be observed between the analytical 

modeling and numerical results (within 2%). When t is fixed, both analytical and numerical 

results indicate that band broadening generally increases with β, but not in a monotonic 

manner. This is attributed to the role of transient dispersion behavior explained in Figure 

5-2. 
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Figure 5-4.  Comparison of variances computed from the analytical model (lines) and 
numerical simulations (symbols) in a straight channel. 

5.4.2 Parametric Analysis 
This section will demonstrate the utility of the behavioral model by applying it to a 

parametric analysis of Joule heating dispersion for the design of a straight electrophoresis 

microchannel. In practice, chip designers are primarily interested in the resolving power at 

the outlet of the electrophoresis channel. Therefore, the plate number [154, 166] is 

employed as a measuring index of separation performance (Chapter 4), 
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=  (5.24) 
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and the dimensionless residence time is given by, 

 ( )2 PeR t D h L hτ = ∆ ⋅ =  (5.25) 
 
where L is the length of the separation channel ( cL r h bϕ ϕβ= =  for a turn), and 

t L U∆ =  is the dimensional residence time of the centroid of the species band in the 

channel.  

It can be shown from Eqs. (5.20), (5.24) and (5.25) that the plate number N depends on 

parameters Pe, ε, L/h and β for an initial uniform ( ( ) 0in
nmS = ) species band in a straight 

channel. For convenience of analysis and to aid intuition, the effects of these parameters are 

considered by examining the dependence of N on E0 as β (Figure 5-5) or L/h (Figure 5-6) is 

varied. In this parametric analysis, the values of µw, k, α, σ and D are the same as those 

used above in the numerical verification; 2 0inσ =  and 0.1 < E0 < 3 kV cm-1 

(correspondingly 0.001 < ε < 0.94). As shown in Figure 5-5 (in which L/h=100 is fixed), N 

initially increases with E0 until achieving a maximum (Nmax), and then decreases with E0. In 

addition, N is virtually the same at sufficiently low E0 for all β considered. This is because 

at low electric fields, Joule heating effects are negligible and N is primarily determined by 

the effect of axial molecular diffusion that decreases with E0. As E0 increases Joule heating 

effects become increasingly significant and eventually dominate the dispersion causing N 

to decrease. The value of Nmax varies with β and is the largest (Nmax ≈ 22800) for β = 1. 

This is not surprising, since of all rectangular cross sections (for same depth h), the square 

shape allows the most efficient heat dissipation and minimizes Joule heating effects. While 

Nmax generally decreases with β, it is interesting to note that the decrease is not monotonic. 

For example, Nmax for β = 8 is slightly higher than for β = 4. This is because as the band 
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arrives at the channel exit (with the channel length fixed by holding L/h=100 constant), 

dispersion has reached steady state in both cross-sectional dimensions for β = 4 (see 

discussion in Figure 5-2), but is still in the transient regime in the widthwise dimension for 

β = 8, resulting in a shape factor γ and variance that is smaller than those in steady state for 

a lower aspect ratio [163, 167].  
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Figure 5-5. Parametric analysis of the dependence of the plate number N on the average 
electric field E0 in a straight channel with different aspect ratios. 

The effect of the dimensionless channel length L/h on Joule heating dispersion is shown 

in Figure 5-6 (in which β = 8 is fixed). Here too, the plate number N exhibits a maximum 

as the electric field E0 increases for the same reason explained previously. Additionally, N 

increases with L/h since longer channels lead to a larger separation of the species bands or 

equivalently shallower channels improve the Joule heating dissipation and hence increase 

resolving power. However, it is important to note that L/h cannot be infinitely increased to 

improve the separation performance, since it is not cost-effective to fabricate microchips 

with straight channels with overly large lengths. 
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Figure 5-6. Parametric analysis of the dependence of the plate number N on the average 
electric field E0 in a straight channel with different length-to-depth ratios. 

5.5 Joule Heating Effects in Turns 
As indicated above, to improve separation performance long channels with compact 

topologies, such as the spiral and serpentine are often used in practice. Therefore, in this 

section, Joule heating dispersion in constant radius-turns will be considered. The Joule 

heating induced non-uniformity in temperature as well as the significance of Joule heating 

with respect to diffusion and curvature effects will first be examined. Then a parametric 

analysis of Joule heating dispersion in turns will be performed and results from the system 

and numerical simulations will also be compared.  

Figure 5-7 shows the comparison between the analytical modeling and numerical 

simulation results on the normalized temperature variations at half-depth in a cross section 

of a turn with b = 0.4 and β = 2. The agreement is within 7.7 % even for such a relatively 

large turn curvature b. The maximum temperature variation does not occur at the centerline 

of the turn (η = 1), and instead at a location closer to the inner side wall (η = 0.735) 

attributed to the higher electric field and Joule heating generation intensity at the inside 



 

 

113

walls. It is expected that the model accuracy can be improved for turns of smaller b, when 

the linear electric field approximation (Eq. (5.1)) becomes more accurate. 
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Figure 5-7. Model-predicted and numerically computed cross-sectional temperature 
variations for a turn (b = 0.4, β = 2 and extracted at the half channel depth). 

Next, a parametric analysis of species band broadening due to Joule heating dispersion 

in a turn will be performed and the plate number N (Eq. (5.24) defined for a single turn) 

will be used, with the residence time τR computed from Eq. (5.25). The system simulations 

are performed on a separation column consisting of a short leading channel before the turn 

(containing the initially injected species band), a constant-radius turn and a long ending 

channel after the turn (containing the strongly distorted species band) as shown in Figure 

5-10. The data extraction method is same as that used in Chapter 4, that is, the dispersion 

contributions from the leading and ending channels are subtracted from the total variance to 

attain the Joule heating induced band-broadening effects in the turn. Turns with ϕ = π and 

the initial unskewed species band will be studied, although the discussions can be readily 

extended to initially skewed bands and turns of different included angles. Leading channel 

L1 = 1000 µm, ending channel L3 = 4400 µm, h = 50 µm, rc = 2000 µm, D = 1×10-9 m2 s-1, 
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σ = 0.1 S m-1, µw = 2×10-8 m2 V-1s-1, k = 0.6 W m-1 K-1 and α = 0.025 K-1 are chosen, and 

the species band is injected at the middle point of the leading channel L1 with initial σ2 (0) 

= 10000 µm2.  
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Figure 5-8. Comparison of the plate number N computed with and without consideration of 
Joule heating, as well as the relative error introduced without considering Joule heating 
effects on N.  

The relative significance of Joule heating dispersion to the overall band broadening is 

illustrated in Figure 5-8. Here the plate number N, calculated with and without 

consideration of Joule heating effects is shown as a function of E0 for β = 1. It can be seen 

that there exists a critical value of E0 at which N achieves a maximum (Nmax) regardless of 

Joule heating effects. However, in contrast to the turn curvature effect that causes only a 

slight decrease of N from Nmax, the presence of significant Joule heating results in a rather 

pronounced drop in N. Thus, at relatively high electric fields, consideration of Joule heating 

is crucial for accurate dispersion modeling and electrophoresis microchip design. For 

example, the prediction of plate number N without accounting for Joule heating dispersion 
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leads to an error of 30 % at E0 = 3 kV cm-1 (ε  = 0.94 and Pe = 322). As E0 further increases 

to 4 kV cm-1 (ε = 1.67 and Pe = 423), this error is quadrupled, growing to 120%.   

The effect of the channel length (or equivalently, the mean radius rc) is very similar to 

the straight channel case (Figure 5-6), and will not be repeated here. Hence, with fixed rc = 

2000 µm and h=50 µm, the influence of varying average electric field E0 and aspect ratio β 

will be considered. Note that the turn curvature is now uniquely determined by β through b 

= w/rc = β (h/rc). A larger aspect ratio β yields a larger turn curvature b. As shown in Figure 

5-9, for a given E0 value, N increases with decreasing β because a more square cross-

sectional shape allows more efficient dissipation of Joule heating. Differing from the 

straight channel case, this increase in N is, in addition to Joule heating effect, also 

attributable to the reduced turn curvature-induced velocity non-uniformity, as a smaller β 

means a smaller turn curvature b. Additionally, when E0 is sufficiently small (e.g., E0 < 

0.03 kV cm-1), N increases virtually linearly with E0 and almost coincides for all β. This is 

because at low electric fields, both Joule heating and turn dispersion effects are negligibly 

small compared with axial diffusion effects, which are independent of β. Thus, Eqs. (5.22), 

(5.24) and (5.25) indicate that the N is approximately linearly proportional to Pe and hence 

the electric field E0. In contrast, N behaves quite differently at higher electric fields (e.g. 

0.03 ≤ E0 ≤ 4 kV cm-1). When β (and hence b) is small (e.g., β ≤ 4), N is determined by the 

coupled effects of diffusion, Joule heating and turn induced dispersion, with the Joule 

heating effect playing a more significant role than the turn curvature effect at higher 

electric fields (e.g., E0 = 3.5~4 kV cm-1), as shown in Figure 5-8. N initially increases with 

E0 until reaching a maximum (e.g., Nmax = 7200 at E0 = 2.1 kV cm-1 for β = 1) and then 

decreases due to Joule heating and turn induced dispersion. On the other hand, when β (and 
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hence b) is large (e.g. β ≥ 8), dispersion due to turn curvature is more important (e.g., 

accounting for 75% of band-broadening for β = 8 even at E0 = 4 kV cm-1) and more 

severely reduces Nmax as well as the electric field at which Nmax is obtained. 
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Figure 5-9. The dependence of the plate number N on the average electric field E0 for 
different aspect ratios β of a turn, as computed from the system (lines) and numerical 
(symbols) simulations.  

The plate number N obtained from full numerical analysis is compared with the system 

simulation results in Figure 5-9. When E0 < 0.5 kV cm-1 (ε < 0.02), Joule heating 

dispersion is negligible. In this case, the dispersion model (the 1st, 2nd and 4th terms in Eq. 

(5.22)) has already been verified in Chapter 4 experimentally and numerically [123]. Here, 

the numerical simulations are performed for 0.5 kV cm-1 < E0 < 3 kV cm-1 (or 0.02 < ε < 

0.94), a practical range in which Joule heating effects can be significant. It can be seen that 

there is good agreement between the system and numerical simulation results. A worst-case 

error of 5.5 % is observed for β = 8 and E = 3 kV cm-1 (Pe = 322 and ε = 0.94), and can be 

attributed to the relatively large curvature (b = 0.2). 

In numerical simulations, to address demanding requirements on physical memory and 

computation time (three-dimensional and transient), a numerical technique of subdomain-
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wise simulations is employed. A spatial domain is divided into a set of concatenated 

subdomains. Only the subdomains that are occupied by the species band are finely meshed 

while the others left open or very coarsely meshed. The last time-step results at the current 

subdomain are then stored and serve as the initial condition to the simulation at the next 

downstream subdomain as shown in Figure 5-10. This approach enables 1/3~1/2 reduction 

in both memory and computer time compared to the numerical simulations of the entire 

domain. 

 
Figure 5-10. Subdomain-wise numerical simulations of Joule heating dispersion in a turn. 

Finally, it is interesting to note that the analytical Joule heating dispersion model has led 

to a drastic improvement in computational efficiency over full numerical simulations. The 

numerical simulations presented in Figure 5-4 and Figure 5-9 were performed in FEMLAB 

3.0a [152] on a multi-user, 2-CPU 1-GHz Sun Fire 280 processors with 4 GB RAM. 
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Computation of a single plate number value required from 6 hours (for small β and E0 

values) to four days (for the relatively large β and E0 values). In contrast, the system 

simulation using the analytical behavioral model required no more than a second of 

computation time to obtain a plate number value, and is therefore suitable for the 

simulation of complex electrophoretic separation systems [123]. 

5.6 Summary  
Joule heating-induced species dispersion in electrophoretic separation microchannels 

has been investigated. Non-uniform electrophoretic velocity distributions caused by Joule 

heating have been considered, and an analytical behavioral model for species dispersion, 

valid in all mass transfer regimes has been obtained. In particular, it can be used for 

unsteady dispersion processes that commonly occur in microchip electrophoresis. The 

model is given in terms of analytical expressions and fully parameterized with channel 

dimensions and material properties. It applies to species bands of general initial shape 

migrating through straight and constant-radius turn channels and hence can be used to 

investigate JH dispersion in microchannels of more general shape, such as serpentine- or 

spiral-shaped channels (Chapter 4). The model has been validated with numerical analysis 

and exhibits compatibility with composable system simulations.  

Transient Joule heating dispersion behavior of species bands has been thoroughly 

examined for the first time. In straight channels, the overall species band broadening 

consists of contributions from molecular diffusion and Joule heating-induced dispersion 

and can be represented by a dispersion coefficient K. The dependence of K on the channel’s 

cross-sectional geometry (or specifically the aspect ratio β for rectangular channels) and the 

dimensionless time τ is captured by a shape factor γ. In general, γ increases with τ and 
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eventually approaches an asymptotic value. The dispersion can be further divided into three 

regimes according to two time constants for diffusion in both dimensions of the cross-

section. The first regime is dominated by depthwise diffusion and occurs approximately 

when τ <τd. At the low end of this regime (e.g., τ <0.1τd) the channel can be reasonably 

approximated as a pair of parallel plates. In the second regime, τ is sufficiently large (τ > 

τw), so that diffusion in both dimensions and hence the overall dispersion is in steady state 

and γ  is a constant (γ∞). A transition regime also lies between the first two regimes, in 

which depthwise diffusion is in steady state, but widthwise diffusion is not. In this case, 

there is a plateau (pseudo-steady state) for γ that differs from its steady-state value. The 

model has in addition confirmed the important fact that γ∞ (and hence the K at steady-state) 

in rectangular channels of an infinitely large aspect ratio does not converge to that in a pair 

of parallel plates. Although presented in the context of straight channels, the analysis can 

be readily extended to capture the species band-broadening within the turn.  

The behavioral model achieves tremendous speedup compared to the numerical analysis 

and has been broadly used for parametric analysis and chip design. In straight channels, the 

dependence of the plate number, which characterizes the resolving power of separation, on 

electric fields for various channel length-to-depth ratios and aspect ratios has been analyzed. 

It is found that a maximum plate number can be achieved when the combined dispersion 

due to molecular diffusion and Joule heating dispersion is minimized. A long (or 

equivalently, shallow) channel is preferred for chip design because it allows larger 

separation spacing between species or dissipates more heat.  

By applying the model to a constant-radius-turn microchannel, the coupled dispersion 

effects of Joule heating and turn geometry have been considered. In particular, the 
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influence of the electric field, aspect ratio and turn curvature on such dispersion has been 

investigated. It is shown that when the curvature is small, both Joule heating and turn 

curvature effects are important in practically relevant ranges of the electric field. Joule 

heating dispersion shows a more significant influence on separation performance than the 

turn curvature at high electric fields, while curvature-effects increase with the turn 

curvature. Additionally, Joule heating dispersion, coupled with turn induced dispersion, 

increases with the electric field and eventually causes separation performance to deteriorate. 
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Chapter 6 Modeling of Laminar Diffusion-Based 

Complex Electrokinetic Passive Micromixers 

6.1 Introduction  
Microscale mixing holds great importance in lab-on-a-chip technology. The integration 

of mixing with sample preparation, reaction, injection, separation and detection [16, 17, 79, 

80] makes it generally desirable to have simple mixer designs for minimal fabrication and 

instrumentation complexity. This enables precise control of flow for efficient mixing and 

reduced sample consumption, and allows a direct interface with other components and 

subsystems to create truly integrated systems. Currently, a majority of LoC systems use 

passive mixers that rely on molecular diffusion. In particular, passive mixers that are based 

on electrokinetic transport are of great importance as they are amenable to integration 

within electrokinetic (EK) microsystems [79, 168], which have attracted widespread 

interest in the LoC community. 

Effective mixing in electrokinetically driven micromixers is difficult. The combination 

of laminar fluid flow in microchannel networks and dominant molecular diffusion in the 

mixing process generally leads to long channel lengths and mixing times. The time needed 

to mix sample streams to obtain a uniform sample concentration in the widthwise direction 

can be estimated by 2~t w D , where w is the average diffusion distance between different 

sample streams (or buffer in the dilution case) and D is the sample diffusivity. For example, 

consider a microchannel ~1 mm wide ( 0.5 mmw = ), in which two different sample 

streams with D~1×10-10 m2 s-1 flow side by side at a speed of ~1 mm s-1. The channel 

length has to be 1.25 m to achieve good mixing, which is almost impossible for 

microfluidic systems. This can be even worse for large molecules with lower diffusivity D 
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~ 1×10-11 m2 s-1, e.g. DNA. Therefore, a number of diffusion-based mixing-enhancement 

techniques have explored rapid mixing by reducing diffusion distances between individual 

sample streams and increasing interfacial areas. For example, the mixing process can be 

accelerated by narrowing (or focusing) sample streams [169, 170] (Figure 6-7). Instead of 

diffusing between broad streams (such as the T-mixer), samples can be arranged in the 

form of alternating thin streams [171-173] (Figure 6-9). Sample concentration profiles in 

such laminar diffusion-based micromixers are relatively easy to evaluate and reproduce, 

which also enables other innovative bioanalytical applications by allowing precise handling 

[174] and dosing [71] of samples, extraction and separation of samples [63, 175], and 

generation of spatial concentration gradients [13, 73, 74, 76, 176].  

However, there are still important issues regarding these passive mixing techniques that 

need to be addressed. Optimal design of such mixers involving the tradeoffs between mixer 

performance, mixing time, chip real-estate area and system complexity is still an art. More 

extensive exploration of the design space to assess the impact of parameters such as the 

mixer topology, element dimension, voltage control, material property and sample flow 

ratio has not been pursued. Currently the only approach available to designers is a trial-and-

error approach that requires large numbers of experimental tests or numerical simulations. 

The numerical simulations typically involve unacceptably long computation time and are 

limited by algorithmic stability. For example, accurate simulations of micromixing at the 

high Peclet number regime by finite-volume approaches become very difficult due to errors 

associated with “numerical diffusion” [9], unless extremely fine meshes are used. To 

address these issues, several parameterized and closed-form models have been developed 

for mixers. Simplified equations for T-mixers [177, 178] have been extensively used to 
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provide mixing length estimates that are often overly conservative and do not provide 

information of the mixing process (e.g., the evolution of the sample concenteration profile 

along the channel length). Modeling methods using electrical analogy (i.e., resistor-based 

models) [16, 71, 132] assume complete mixing and generally result in unnecessarily long 

channels. Branebjerg et al. [179] have theoretically studied the diffusion behavior in split-

and-recombine (SAR) mixers. An analytical solution for the widthwise sample 

concentration profile within the last unit was developed by neglecting the effects of its 

preceding SAR units. As such, the model is valid only for the special case that sample 

concentration distributions at the channel inlet are saw-tooth (interdigitally) shaped, and 

even so, still requires a pre-calculation of flow ratios of different samples. Thus, the model 

is not suitable for system-level simulation and synthesis. Schönfeld et al. [180] also derived 

an analytical formula that accounts for arbitrary sample concentration distributions at 

channel inlets. However, the formula is limited to symmetric flow ratios (i.e., the flow rates 

of the buffer streams carrying different samples are the same), and is not applicable to 

multi-input or multi-output flow intersections that are widely used in focusing and multi-

stream mixers.  

All the models above are intended for particular instances of micromixers. No general 

methodology has been proposed to develop a reliable and reusable system-level simulation 

approach that can accommodate all laminar diffusion-based micromixers and, most 

importantly, be integrated with simulations of other subsystems (e.g., reactors, injectors and 

electrophoretic separation channels). This deficiency hinders efficient microfluidic design, 

which is typically an iterative process, and becomes even more acute for large-scale 
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microfluidic integration. Therefore, there is a strong need for micromixer design tools that 

are efficient, accurate and have general applicability. 

To address this need, this chapter presents behavioral models compatible to the top-

down design approaches to efficiently and accurately simulate laminar diffusion-based 

passive electrokinetic micromixers of complex geometry. By following the simulation 

methodology previously described (Chapter 3), analytical and parameterized behavioral 

models for individual mixing elements are derived to accurately describe the variations of 

sample concentrations, which hold for arbitrary flow ratios and concentration profiles at the 

element inlet. With pin and wiring bus connections, the element models are then linked to 

form a system-level schematic representation of the complex passive micromixer. 

Simulating this system-level schematic involves simultaneous computation of the electrical 

network and sample concentration distributions in the entire micromixer. This eliminates 

the need for input parameters that would have to be determined from user-conducted 

numerical simulations or experiments, and is thus well suited to computed-aided design 

(CAD) of complex electrokinetic micromixers. This design methodology and behavioral 

models offering orders-of-magnitude improvements in computational efficiency over full 

numerical simulations have been validated against numerical and experimental results with 

excellent agreement. The efficiency and usefulness of the model is demonstrated by 

exploring a number of laminar diffusion-based mixers and mixing networks that are of 

interest to LoC designers. While this chapter focuses on electrokinetic micromixers, the 

concept and methodology of this top-down approach can be readily extended to pressure-

driven micromixers and laminar diffusion-based devices. 
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This chapter is organized as follows. First, the behavioral model library for mixing 

elements compatible to the composable system simulation approach will be developed 

(Section 6.2). Then the process of composing the system-level schematic by wiring the 

element models will be illustrated (Section 6.3). Finally, the system-level schematic will be 

applied to several practically important complex micromixers (including that shown in 

Figure 3-2). The model will be validated by comparing these results to both numerical 

analysis and experimental data (Section 6.4). 

6.2 Behavioral Model Library  
As introduced previously, a complex electrokinetic passive micromixer can be 

represented as a system consisting of interconnected mixing elements that have relatively 

simple geometry. This section formulates and solves the circuitry and convection-diffusion 

equation to yield parameterized and analytical behavioral models for the elements, 

including mixing channels, converging and diverging intersections and reservoirs, which 

are most commonly seen in EK passive micromixers. The EK motion of the sample 

consists of two parts: the bulk motion of the carrying buffer due to electroosmosis and the 

motion of charged sample molecules relative to the buffer due to electrophoresis. The 

similitude between EK flow and electric field [116] is assumed, which implies that the 

sample EK velocity can be expressed as u Eµ= , where E is the electric field strength and 

µ is the algebraic sum of the buffer’s electroosmotic mobility and sample’s electrophoretic 

mobility in the buffer. The models will be capable of simultaneously simulating multiple 

dilute samples in the buffer solution if interactions between them can be neglected. 
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6.2.1 Tapered Mixing Channels with Small Side-Wall Slopes 
This subsection formulates the circuitry and convection-diffusion equation for a tapered 

straight mixing channel with a small side-wall slope. That is, the channel’s axial axis (the 

line connecting cross-sectional centers) is a straight line and its cross sections are 

rectangular with dimensions varying slowly along the axis. Straight channels with uniform 

cross sections are included as a special case of zero side-wall slopes. This geometry is 

employed in micromixers, such as geometric focusing or throttled mixers with the side-wall 

slope on the order of 10° [172, 181, 182]. The depthwise and widthwise dimensions of the 

channel are defined as those parallel (along the z-axis) and perpendicular (along the y-axis) 

to the sample stream interface, respectively (Figure 6-1). Let L, h(x) and w(x) denote the 

axial length, depth and width of the mixing channel, respectively, where x is the axial 

coordinate parallel to the channel axis.    
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Figure 6-1. (a) Geometry of a tapered mixing channel and (b) its modeling approximation 
by constant-cross sectional channels. 

As the mixing channel is typically narrow ( / 1w L  and / 1h L ) and operates in 

steady state, the axial diffusion of the sample can be neglected and the governing 

convection-diffusion equation for the sample concentration ( , , )c x y z  is 
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2 2

2 2x y z
c c c c cu u u D
x y z y z

⎛ ⎞∂ ∂ ∂ ∂ ∂
+ + = +⎜ ⎟∂ ∂ ∂ ∂ ∂⎝ ⎠

 (6.1) 

 
where D is the sample diffusivity, ux, uy and uz are the x-, y- and z-components of the 

sample velocity. To solve this equation in a channel with slightly sloped side-walls, the 

channel is approximated as a set of concatenated channel segments, each having a constant 

rectangular cross section (Figure 6-1b). As a convention, channel segments are numbered 

1,2,...k N=  from the inlet to the outlet. The interface between segments 1k −  and k is 

numbered 1k − , with the channel inlet numbered 0, and the channel outlet numbered N. 

Likewise, local coordinates (xk, yk, zk) and dimensions (hk, wk, Lk) of segment k can be 

defined, with hk and wk independent of zk. Other variables or quantities in the kth segment 

channel are also given the index k. 

The electric current induced by very dilute sample molecules is negligible compared 

with the current in carrier buffer, which is typically valid in EK microfluidic systems [71, 

183]. Then the electric resistance of the entire channel is given by 

 
( ) ( )0

L dxR
w x h x

= ∫ σ
 (6.2) 

 
where σ is the electric conductivity of the buffer solution within the channel. Given a 

potential difference over the channel length, in outV V V∆ = − (Vin and Vout are respectively 

the voltages at the channel inlet and outlet), Eq. (6.2) yields the electric current 

kI I V R= = ∆  through the entire channel including all constituent segments. As the slope 

of the channel’s side-wall is small, it is reasonable to use the approximation that the electric 

field in each channel segment is unidirectional, i.e., 

 ( ) ( )( ), , ,0,0σ
k k kx y z k kE E E I w h=  (6.3) 
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Then EK velocity 
ku  of a charged sample molecule in segment k is 

( , , ) ( ,0,0)
k k k kx y z xu u u Eµ= . That is, within the segment, sample molecules migrate at a 

velocity that is uniform over the cross section. It follows from Eq. (6.1) that the sample 

concentration distribution is two-dimensional and independent of zk as it is assumed to be 

so at the channel inlet. This also yields the volumetric flow rate of the buffer stream 

through a segment: , σ
kk eof x k k eofq u h w Iµ= = , where , keof xu  and eofµ  are the 

electroosmotic parts of 
kxu  and µ, respectively. That is, qk is linearly proportional to the 

current I. Then, Eq. (6.1) can be recast in terms of segment coordinates as 

 
2 2

2
kk x k k

k

w u c c
D x η

∂ ∂
=

∂ ∂
 (6.4) 

 
where k ky wη =  ( 0 1η≤ ≤ ) is the normalized coordinate along channel width. With the 

boundary conditions 
0,1

0kc
η

η
=

∂ ∂ =  (i.e., no mass transfer across the wall), the solution to 

Eq. (6.4) at the outlet of segment k (interface k) is found as 

( ) ( ) ( ) ( ) ( ) ( )
( )

( )
2

2

0 0
, cos 0 cos

k

k xk

n DL
w uk k

k k n k n
n n

c L d L n d e n
π

η πη πη
−∞ ∞

= =

= =∑ ∑ , where ( ) ( )k
n kd L  and 

( ) ( )0k
nd  are the Fourier cosine series coefficients of the concentration profile at the inlet 

and outlet of segment k. As the solution is expressed in terms of dimensionless variable η, 

( ) ( ) ( ) ( )1
10k k

n n kd d L−
−= can be obtained. Then a complete solution of Eq. (6.4) is obtained as 

( ) ( ) ( ) ( )
( )2

21
1

k

k xk

n DL
w uk k

n k n kd L d L e
π

−
−

− = . Letting 1,2,...k =  and taking the product of these 

equations yields 
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 ( ) ( )
( )

( ) ( )
2

2 2
1

N
k

k xk k

L
n D

w uout in in n
n n nd d e d e

π
π γτ

→∞

=

−
−

∑
= =  (6.5) 

 
where ( ) ( ) ( )1 0in

n nd d=  and ( ) ( ) ( )out N
n n Nd d L=  represent the coefficients at the channel inlet 

and outlet, respectively. Here, ( )( )0 PeL wτ =  is the dimensionless mixing time and 

( ) ( )Pe 0 0u w D=  is the Peclet number defined at the channel inlet, which represents the 

ratio of convective to diffusive transport rates. The geometry factor γ is given by 

 ( ) ( )
( ) ( )

( )
( )

( )
( )

2

20 0

0 0 01
0

L Lu w h x wdx dx
L w x u x L h w x

γ = =∫ ∫  (6.6) 

 
Eqs. (6.5) and (6.6) indicate that the variation of sample concentration coefficients 

within a tapered mixing channel depends on the dimensionless mixing time and geometry 

factor γ. Eq. (6.5) provides an excellent approximate solution to Eq. (6.1) when side-wall 

slopes are small. This will be confirmed with an example in Section  6.4.4.  

Now several special cases are considered. First, for constant channel cross sections 

( ) ( ) const .,h x w x A= = Eqs. (6.2) and (6.6) respectively reduce to ( )σR L A=  and 

( )
( )

2

20

0 Lw dx
L w x

γ = ∫ , and the solution in Ref. [180] is recovered. The second special case 

concerns a mixing channel with variable width but constant depth, which is widely used in 

the geometrically focusing mixers [9, 172, 181, 184] or throttled T mixers [182]. If w is 

linear in x with ( ) ( )( ) ( )0 0p w L w w= − , then 

 ( ) ( )ln 1
0   and  

p
R R

p
γ γ

+
= =  (6.7) 

 
where ( ) ( ) ( )( )0 0 0 σR L w h= .   
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6.2.2 Converging Intersections 
The converging intersection has two inlets and one outlet, and acts as a combiner to 

align and compress upstream sample streams of an arbitrary flow ratio s (defined below) 

and concentration profiles side-by-side at its outlet (Figure 6-2a). As its flow path lengths 

are negligibly small compared with those of mixing channels, such an element can be 

assumed to have zero physical size, and electrically represented as three resistors with zero 

resistance between each terminal and the internal node Ni,  

 0l r outR R R= = =  (6.8) 
 
Here, Ni corresponds to the intersection of flow paths and the subscripts l, r and out 

represent the left and right inlets, and the outlet, respectively. The voltages at the terminals 

( l r outV V V= = ) are consequently the same. 
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Figure 6-2. Behavioral model structures for (a) the converging and (b) the widthwise 
diverging intersections. 
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The sample concentration profiles, ( )lc η  and ( ) ,rc η at the left and right inlets 

respectively, can be expressed as ( ) ( ) ( )0
cosl

l mc d mη πη∞
= ∑ and 

( ) ( ) ( )0
cos .r

r mc d mη πη∞
= ∑  Then the coefficients ( )out

nd  ( 0,1,2...n = ) of the profile at the 

outlet ( ( )outc η ) are related to ( )l
md  and ( )r

md  by,  

 ( ) ( ) ( )

( )

( ) ( )
0

0

0

cos , 0

cos

cos , 1
1

l
m

mout
out n

rn
m

m

md s
s

c d n
m s

d s
s

πη η

η πη
π η

η

∞

∞
=

∞
=

=

⎧ ⎛ ⎞ ≤ <⎪ ⎜ ⎟
⎝ ⎠⎪

= = ⎨
⎛ ⎞−⎪ ≤ <⎜ ⎟⎪ ⎜ ⎟−⎝ ⎠⎩

∑
∑

∑
 (6.9) 

 
Eq. (6.9) shows that the concentration profile at the outlet can be treated as a 

superposition of the scaled-down profiles ( )lc η  and ( )rc η  in the domains of 0 sη≤ ≤  

and 1s η≤ ≤ , where ( ) ( )l l r l l rs q q q I I I= + = +  denotes the interface position (or the 

flow ratio, the ratio of the left-stream flow rate lq  to the total flow rate l rq q+ ) between the 

incoming streams in the normalized coordinate at the outlet. Note that the flow rates ql and 

qr are respectively linear in the electric currents Il and Ir as described above, and s can be 

determined by solving for electric currents within the entire mixer using Kirchhoff’s and 

Ohm’s laws. Solving Eq. (6.9) yields,  

 

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( ) ( )
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(6.10) 

 
where f1 = (m-ns)π, f2 = (m+ns)π, F1 = (m+n-ns)π and F2 = (m-n+ns)π. 
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6.2.3 Diverging Intersections 
A diverging intersection has one inlet and two outlets. A sample stream coming into the 

inlet is split into two streams exiting the outlets. Similar to converging intersections, it is 

reasonable to assume that diverging intersections have zero physical size and can be 

represented by three zero-resistance resistors,  

 0in l rR R R= = =  (6.11) 
 
which implies equal voltages at the terminals: in l rV V V= = . The subscripts in, l and r 

represent quantities at the inlet, the left and right outlets. 

Depending on the orientation of the splitting plane, diverging intersections can be 

classified into depthwise (normal of the splitting plane parallel to depth z) and widthwise 

(normal of the splitting plane parallel to width y) diverging intersection. Let ( ) ,in
md  ( )l

nd  and 

( )r
nd be the concentration coefficients of the profiles at the inlet, and left and right outlets 

respectively. For a widthwise diverging concentration, the sample concentration profile is 

split and stretched out into two parts flowing out of both outlets, which gives 
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where f1 = (n-ms)π, f2 = (n+ms)π, F1 = (n+m-ms)π, F2 = (n-m+ms)π, φ1 = msπ and φ2 = m(1-

s)π. Similar to converging intersections, ( ) ( )l l r l l rs q q q I I I= + = +  gives the 

normalized position of the splitting plane at the inlet and can be determined by electric 

current distributions within the network.  

For a depth-wise diverging intersection, the concentration profile at inlet holds 

unchanged during splitting, leading to,  

 ( ) ( ) ( ) ( ) and l in r in
n m m n m md d d d= == =  (6.13) 

 
It should be pointed out that in contrast to the resistor-based mixing models [71, 132] 

that take advantage of the analogy between fluidic and sample transport and only convey 

the average concentration values through the entire network, our models (Eqs. (6.14), 

(6.15), (6.16) and (6.17)) propagate sample concentration profiles characterized by the 

Fourier series coefficients. This removes the requirement of complete mixing (along 

channel width) at the end of each channel [71] in the network imposed by the resistor-based 

models and allows for optimal design of both effective and efficient micromixers. Although 

a T-type intersection is used to illustrate converging and diverging intersections in Figure 

6-2, the developed models are independent of the included angle between branch channels 

(e.g., T-type or Y-type) as intersections are treated as point-wise entities.  

6.2.4 Reservoirs 
To enable schematic simulations of a mixer, models for sample and waste reservoirs are 

also needed. A sample reservoir continuously discharges downstream a sample with a 

given concentration c0 while providing an electric potential φapp to maintain the EK flow. It 

can thus be simply represented by 
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 appV φ=  (6.18) 
 
and ( ) ( )0

cosnc d nη πη∞
= ∑  where 

 0 0 0and  0nd c d >= =  (6.19) 
 

A model for a waste reservoir, which provides a fixed electric potential and serves as a 

sink continuously collecting used samples and reagents, can be given in a similar fashion. 

6.2.5 Detectors 
To characterize the mixer performance, a detector model that reconstructs widthwise 

concentration profiles from the Fourier coefficients is also developed and given by 

 
0

cosn
n

yc d n
w

π
∞

=

⎛ ⎞= ⎜ ⎟
⎝ ⎠

∑  (6.20) 

6.3 Constructing System-Level Representation 
A complex mixer can be represented by a system-level schematic using the developed 

behavioral element models and the composable approach presented in Chapter 3.  

Figure 6-3 illustrates the process of composing the system-level schematic of a 

hypothetical system consisting of a straight channel, a converging and a diverging 

intersection, in which both electric pins of electric potential ( )( )j
iV  and biofluidic pins of 

concentration Fourier coefficients ( ){ }( )ji
nd  are wired, where the index i stands for in, out, l 

or r, respectively representing the inlet, outlet, left and right terminals of the element. The 

index j is the element number. This sets the pin values between two neighboring elements 

equal, i.e., ( ) ( ) 1j j
out inV V +=  and  ( ){ } ( ){ } 1j jout in

n nd d
+

= , hence it enables the simulator to 

serially process the element models and propagation of the biofluidic states within the 

network. 
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Figure 6-3. Linking behavioral models to form a system-level micromixer schematic. 

6.4 Simulation Results and Discussion 
To demonstrate its utility in lab-on-a-chip design, the element behavioral models have 

been implemented, integrated and applied to system-level simulations of several practically 

important passive electrokinetic mixers. The simulation results, which yield insights into 

the characteristics of the mixers, will be compared with finite element-based numerical 

simulations using FEMLAB 3.0a [152] as well as experimental data [71]. 

6.4.1 Simulation Description 
The system-level schematic simulation approach involves both electric and 

concentration calculations. First, given the applied potential at the reservoir, system 

topology and element geometry, voltages ( )( )j
iV  at the element terminals are computed for 

the entire mixer system by Kirchhoff’s and Ohm’s laws. The electric field strength (E) and 

its direction within each element, and flow ratios (splitting ratios) at intersections are then 

calculated. With these results and user-input sample properties (D and µ), the sample speed 

is given by u Eµ= . Next, the concentration coefficients ( ){ }( )jout
nd  at the outlet of each 
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element j are determined from those at the element inlet using Eqs. (6.5), (6.10) and (6.12),  

starting from the most upstream sample reservoir (Eq. (6.19)). As such, both electric and 

concentration distributions in an EK micromixer are obtained. This would enable, in a top-

down fashion, efficient and accurate design of complex micromixers. While the model 

allows for a virtually arbitrary number of different samples coexisting in the buffer, current 

implementation considered up to three samples, with Eqs. (6.5), (6.10), (6.12) and (6.19) 

applying to each sample.  

To characterize the mixing performance, a scalar index, called the mixing residual Q [9, 

172, 180], is used to quantify the non-uniformity in concentration distributions: 

 ( )
1

0 avgQ c c dη η= −∫  (6.21) 

 
where ( ) 0c c cη =  and 0avg avgc c c=  are the normalized concentration profile and width-

averaged concentration, respectively. 0 1c =  is assumed in the reservoir without loss of 

generality. Hence, ( ) ( )c cη η=  and .avg avgc c=  Note that a small value of Q indicates a 

highly homogeneous sample distribution and good mixing performance. A smaller 

difference between ( )c η  and avgc , or a smaller width-wise region occupied by this 

concentration difference, leads to a lower Q.   

For convenience, the following scalar index will be used to characterize the percentage 

error of the system-level simulation results compared with numerical analysis, 

 

1

0
1

0

N

N

c c d
M

c d

η

η

−
= ∫

∫
 (6.22) 

 
where c and cN are the concentration profiles from system-level and numerical simulations, 

respectively. For all results below, mixing channels have identical width 200 µm. Also, 
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samples a and b to be mixed are given Da = 1×10-10 m2 s-1, Db = 3×10-10 m2 s-1 and µa = µb = 

6×10-8 m2 V-1s-1 unless otherwise noted. 

6.4.2 Electrokinetic T-Mixers 
First, the system-level schematic is applied to a T-mixer, which is most widely used in 

LoC systems. Sample mixing with an arbitrary flow ratio s (Figure 6-4a) in the T-mixer, as 

well as the effect of s and sample properties on mixing performance will be investigated. 

The results will be used as a basis for subsequent discussions of more complex mixers.   
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Figure 6-4. (a) An electrokinetic passive T-mixer and (b) its schematic for system-level 
simulations. 

The T-mixer is illustrated and schematically represented in Figure 6-4. Two streams 

carrying samples a (white) and b (black) respectively enter from the left and right feed 
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channels, meet at the converging intersection with a flow ratio s and then mix with each 

other in the downstream mixing channel.  
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Figure 6-5. System simulation results (lines) compared with numerical data (symbols) on 
concentration profiles at the channel outlet in the electrokinetic T-mixer. 
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Figure 6-6. System simulation results on variation of mixing residual Q along channel 
length (data points are connected by lines to guide the eye) for the electrokinetic T-mixer. 

Figure 6-5 shows the concentration distributions, obtained respectively from the system 

simulation and numerical analysis, of samples a and b at the channel outlet for s = 1/10, 1/3 

and 1/2. During simulations, voltages (φl, φr and φo) are applied at the reservoirs to vary s 

while keeping E and sample residence times fixed in the mixing channel. Specifically, φl = 

{240, 267, 286} V, φr = {331, 305, 286} V and φo = 0 V are chosen to obtain s = {1/10, 1/3, 
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1/2} with E = 143 V cm-1. It can be seen that a smaller flow ratio (e.g., s = 1/10) allows a 

more uniform concentration profile for both samples than a larger flow ratio (e.g., s = 1/2). 

Results from the system and numerical simulations are compared and excellent agreement 

is found, with a worst-case error of 1%M =  at s = 1/10. 

To gain insight into the mixer performance, the mixing residual Q along the mixing 

channel is calculated from the system simulation and shown in Figure 6-6. At the channel 

inlet (x = 0), Q that is the same for both samples due to their complementary concentration 

profiles ( ( ) ( ) 1a bc cη η+ = ), strongly depends on s. When the incoming streams are very 

asymmetric (e.g., s = 1/10), c − cavg either occupies only a narrow region over the channel 

width (e.g., sample a) or c − cavg itself is small (e.g., sample b). These two scenarios both 

lead to low Q values (Q = 0.18 at s = 1/10 compared with Q = 0.5 at s = 1/2) and a more 

uniform initial profile. Along the channel, Q initially drops rapidly and then becomes 

saturated because the smaller concentration gradient due to improvement in sample mixing 

reduces the driving force for further mixing. Given sufficiently long mixing channel length 

L, concentrations of samples a and b at the outlet will eventually approach their width-wise 

averages ( )ac sη =  and ( ) 1bc sη = −  (i.e., complete mixing). However this may not be 

efficient from a design standpoint, as a large increase in channel length would only result in 

minimal decrease in Q. Figure 6-6 also shows that Q decreases faster for samples with 

higher diffusivity (e.g., sample b), because of larger τ (dimensionless mixing time) values 

in Eq. (6.5). To summarize, asymmetric streams (s ≠ 1/2) produce more uniform initial 

profiles and hence focusing [170, 178] is a very useful technique to enhance the mixer 

performance, provided accompanying decreases in sample detection is tolerable. Within the 

mixing channel, Q decays faster for more diffusive (or equivalently less mobile) samples. 



 

 

140

6.4.3 Electrokinetic Focusing Mixers 
Electrokinetic focusing [169], which first appeared as a sample injection and 

manipulation technique [71, 118, 143] in EK LoC systems, also can be utilized to speed up 

mixing, especially in reaction kinetics studies [170, 185]. Such an electrokinetic focusing 

mixer is illustrated and schematically represented for system simulations in Figure 6-7. In 

the discussions below, subscripts i, s and o are used to respectively denote the input, side 

and output mixing channels. The cross intersection where sample a (white) from the input 

channel is pinched by buffer or sample b (black) from both side channels, is modeled as 

two concatenated converging intersections. Therefore, at the mixing channel inlet, two 

interface positions s1 = Is /(2Is + Ii) and s2 = (Is + Ii) /(2Is + Ii) are obtained if the electric 

currents from both side channels are identical. Hence, the normalized width occupied by 

sample a is s  = s2 − s1 = Ii /(2Is + Ii). Given sufficient mixing channel length, sample 

concentration profiles will asymptotically approach their averages ( ) ( )2a i s ic I I Iη = +  

and ( ) ( )2 2b s s ic I I Iη = + . Figure 6-8 shows the comparison between system simulation 

results and numerical data on concentration distributions of sample a, which diffuses more 

slowly than sample b with higher diffusivity, at the mixing channel outlet for two flow 

ratios s = 1/10 and s = 1/3. To allow comparison with results of the T-mixer in the 

preceding subsection, the voltages applied at the reservoirs are chosen to be φi = {240, 267} 

V, φs = {280, 267} V and φo = 0 V to obtain s = {1/10, 1/3}, yielding E = 143 V cm-1 in the 

mixing channel. Figure 6-8 shows that the numerical and system simulation results agree 

well (with a worst-case M = 3% for s = 1/10). Due to its lower initial mixing residual, a 

smaller stream width yields a more uniform concentration distribution. In addition, it is 

interesting to note that in contrast to the T-mixer, the focusing mixer greatly improves 
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sample homogeneity, which can be attributed to the reduced stream width of the sample. 

That is, as the centerline of the focusing-mixer is effectively an impermeable wall due to 

symmetry, the diffusion distance is only one-half of that in the T-mixer. 
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Figure 6-7. (a) An electrokinetic focusing micromixer and (b) its schematic representation 
for system simulations. 
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Figure 6-8. System simulation results (lines) compared with numerical data (symbols) on 
concentration profiles (sample a) for the electrokinetic focusing micromixer. 

6.4.4 Multi-Stream (Inter-Digital) Micromixers 
Now the system-level schematic is applied to electrokinetically driven multi-stream 

micromixers, which improve mixing by replacing broad sample streams (such as T-mixers) 

with alternating and thin streams to greatly reduce sample diffusion distances.  
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Figure 6-9. Multi-stream micromixers (a) without or (b) with focusing and (c) their 
schematics for system simulations. 

Depending on the geometry of mixing channels, such mixers can be further divided into 

those without (Figure 6-9a) or with focusing (Figure 6-9b). The schematic representation in 

Figure 6-9c applies to mixers with focusing, and can also be used for mixers without 

focusing by removing the tapered channel element. In this schematic, samples a (white) 

and b (black) from two reservoirs are branched by successive widthwise diverging 

intersections into multiple streams. These streams are then arranged to alternate in the 

sample content using feed channels and converging intersections connected in cascade. An 

inter-digital concentration profile is obtained at the inlet of the mixing channel, in which 

the samples are mixed. As the feed channels generally do not influence sample mixing 

downstream, numerical simulations are focused on the sample diffusion process in the 

mixing channel, with the voltage at the inlet set to a value calculated from the system 
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simulation. The mixers with and without focusing are given the voltage φi = 198 and 229 V 

so that they both have E = 143 V cm-1 in the uniform mixing channel.  
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Figure 6-10. System simulation results (lines) compared with numerical data (symbols) on 
concentration profiles (sample a) at x = Lf and x = L in the electrokinetic multi-stream 
micromixer. 

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8
0.0

0.1

0.2

0.3

0.4

0.5

0.6
 No focusing
 Focusing

z

Q

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8
0.0

0.1

0.2

0.3

0.4

0.5

0.6
 No focusing
 Focusing

z

Q

 
Figure 6-11. System simulation results on the variation of the mixing residual along the 
channel length (data points are connected by lines to guide the eye) for the electrokinetic 
multi-stream micromixer. 

Figure 6-10 compares concentration profiles of sample a for both mixers from the 

system and numerical simulation results at x = Lf = L/4 and x = L, where Lf and L are the 

lengths of the focusing and entire mixing channels. Excellent agreement between the 

numerical and system simulation results is observed, with M = 3% for the case with 
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focusing. Sample lamination is clearly seen, and the mixer with focusing facilitates sample 

diffusion and leads to a highly homogeneous concentration profile (Q = 0.048).  

The change of Q along the channel is shown in Figure 6-11. Q drops much faster in the 

mixing channel with focusing than in that without focusing, as reduced sample diffusion 

distances improve mixing efficiency. This figure also shows that at x = Lf = L/4, a very low 

mixing residual (Q = 0.067) is already achieved for the mixer with focusing. From x = L/4 

to x = L, a modest decrease in Q (from 0.067 to 0.048) is obtained but accounts for about 

75% of the total channel length. This implies the inappropriateness of neglecting the 

appreciable mixing contribution made by the focusing channel [9, 172]. In addition, this 

indicates that shorter mixing channel lengths with less complete, yet still sufficient, mixing 

may be more cost effective for some applications, demonstrating the utility of the 

behavioral model in optimal choice of mixing channel lengths in mixer design. 

6.4.5 Split-and-Recombine (SAR) Micromixers 
An alternative to multi-stream mixers (Figure 6-9), the split-and-recombine (SAR) 

mixer performs multi-lamination of samples within the mixing channel by a number of 

serially connected mixing units. A SAR unit consists of an inlet channel, a depthwise 

diverging intersection, a pair of constant cross-section channels, a converging intersection 

and an outlet channel connected sequentially in such order (Figure 6-12a). Sample flow is 

first introduced, recombined, mixed and split vertically into two streams. The split streams 

are then recombined again side by side along the width. Repeating the SAR unit can  

exponentially (~2n) shrink the inter-stream diffusion distance [179, 180, 186, 187] and 

promote the sample mixing. Figure 6-12 illustrates the first two SAR units of an 

electrokinetic SAR mixer and its simulation schematic (the combination of the feed 
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channels and the first converging intersection is thought of as the first SAR unit). 

Depending on the requirement of mixing, more SAR units can be integrated. 
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Figure 6-12.  (a) Three-dimensional structure of the first two SAR units in an electrokinetic 
SAR micromixer. (b) Schematic of an electrokinetic SAR micromixer. 

Depth-averaged concentration profiles along the normalized width obtained from 

system and numerical simulations are shown in Figure 6-13a for a six-unit SAR mixer. 

System simulation and numerical results detected at the midpoint of the straight mixing 

channel match well with the worst-case M = 5% (due to the demanding requirement on 

computation resources, only the first two units are numerically simulated). Multiple 

splitting of sample a is clearly observed, which leads to continuously reduced inter-stream 

diffusion distances. In contrast to a T-mixer with the same channel dimensions (w = h = 

200 µm, L = 12145 µm) and operational electric field (E = 143 V cm-1), impressive 

improvement in mixing performance has been achieved by the SAR mixer. Figure 6-13b 

shows an inflection point in the dependence of Q on the SAR unit number NSAR, attributed 

to disparate mixing behavior of different units in the SAR mixer. For the preceding SAR 



 

 

146

units (e.g., NSAR = 1 and 2), the sample layer is not sufficiently laminated and the large 

diffusion distance prevents effective mixing. On the other hand, for the ending SAR units, 

there is less driving force (concentration gradient) for mixing as sample homogeneity 

improves, leading to minor or negligible enhancement. Therefore, the most drastic decrease 

in Q occurs in the middle units (for the example in Figure 6-12, it is NSAR = 3) 

corresponding to the optimum transport conditions. Therefore, for SAR mixers, the tradeoff 

among mixing performance, mixer size, mixing time and system complexity also exists, 

confirming the utility of our models to SAR mixer design. 
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Figure 6-13. Simulation results of the split-and-recombine (SAR) mixer. (a) System 
simulation results (lines) on concentration profiles (sample a) and their comparison to the 
numerical data (symbols) after the first two units. (b) System simulation results on the 
variation of the mixing residual along the channel length. 
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6.4.6 Mixing Networks 
Finally, the behavioral model is well suited to the study of complex mixing networks 

[71], in which different sample concentrations can be obtained at multiple output channels 

by geometrically repeating units with a single constant voltage applied at sample and buffer 

reservoirs. Here the model is applied to the serial mixing network (Figure 3-2). The 

system-level schematic simulation results, along with numerical analysis and experimental 

data, are presented in Table 6-1, which lists sample (rhodamine B) concentrations in 

analysis channels A1−A5. Both complete and partial mixing situations are analyzed. When 

a voltage of φapp= 0.4 kV is applied to the sample and buffer reservoirs with the waste 

reservoirs grounded, sample mixing in channels S2−S5 is nearly width-wisely complete 

(with Q = 0.007 at the end of channel S2). As a result, sample concentrations in channels 

A1−A5 are independent of sample properties and determined only by the electric currents in 

the mixing network. There is excellent agreement between the system simulation and the 

numerical and experimental data (with an average error smaller than 6%). It is also 

interesting to note that in contrast to electric resistor-based models [16, 71, 132] that 

require post-calculations of concentrations from electric current distributions in the network, 

our models directly yield concentration values. 

In addition to complete mixing, partial mixing in which the sample concentrations in 

channels S2−S5 are not width-wisely uniform and hence the resistor-based modeling is not 

valid, can be readily simulated by the system-level schematic. In this case, sample 

concentrations in channels A1−A5 depend on not only electric currents in the network but 

also the sample concentration profiles at the exits of channels S2−S5. Results from the 

system simulation are also listed in Table 6-1. While a lack of knowledge of sample 
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properties does not allow experimental data to be used for comparison, these system 

simulation results are compared with numerical analysis, assuming a diffusivity of D = 

3×10-10 m2 s-1 and an EK mobility of µ = 2.0×10-8 m2 V-1s-1. A voltage of φapp = 1.6 kV, as 

used in experiments in the literature [71], is applied to the sample and buffer reservoirs, 

with the waste reservoirs grounded. Good agreement can be observed, with an average 

error of M = 4%. From the table, it can be seen that as a result of high φapp, which is four 

times that used in the complete mixing case above, there is a four-fold increase in EK 

velocity and decrease in sample residence time in the channels. Therefore, mixing in 

channels S2–S5 is incomplete (with Q = 0.14 at the end of channel S2). At the cross-

intersection following channel S2, the amount of the sample shunted to A2 is more than that 

predicted by the complete-mixing based resistor-model due to non-uniform sample 

distributions at the intersection’s inlet. Consequently, concentrations in channels A3–A5 

have lower values, agreeing with experimental observations [71].   

Parallel mixing networks [71] can be represented and simulated in a similar fashion. In 

such a network, all the channels are designed with similar cross-sectional area. Thus, at the 

T-intersections (T2–T6) the currents from the sample and buffer reservoirs are inversely 

proportional to the length (Ohm’s law) of their feed channels (B1–B6 and S2–S7) with a 

single constant voltage (1 kV) applied to all sample and buffer reservoirs (Figure 6-14a). 

Therefore, through proper choice of the lengths of those feed channels, an array of different 

sample concentrations can be eventually obtained in the output channels (A1–A7). Figure 

6-14b illustrates the schematic representation of the parallel mixing network. Comparison 

between the system simulation results and the experimental and numerical data is shown in 

Table 6-1. An average error of 3.6 % relative to experiments is found. 
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Figure 6-14. A complex electrokinetic parallel mixing network [71] and its schematic 
representation for system-level simulations. 

Table 6-1. Comparison between the system simulation results (sys) and numerical (num) 
and experimental (exp) data on sample concentrations in analysis channels of serial and 
parallel mixing networks 

Serial Mixing Network Parallel Mixing Network 
Complete Mixing Partial Mixing  Complete Mixing 

channel c (sys) c (exp) c (num) c (sys) c (num) channel c (sys) c(exp) c (num)
A1 1 1 1 1 1 A1 0 0 0 
A2 0.37 0.36 0.378 0.48 0.496 A2 0.83 0.84 0.832 
A3 0.22 0.21 0.224 0.187 0.187 A3 0.68 0.67 0.674 
A4 0.125 0.13 0.133 0.081 0.0815 A4 0.52 0.51 0.523 
A5 0.052 0.059 0.0628 0.029 0.0315 A5 0.35 0.36 0.354 

      A6 0.17 0.19 0.168 
      A7 1 1 1 

 
Finally, it is interesting to note that the system simulations have demonstrated drastic 

improvement in computational efficiency over the full numerical simulations. For example, 

on a multi-user 2-CPU 1-GHz Sun Fire 280 processors with 4 GB RAM, system 

simulations of the serial mixing network above was completed within 20 seconds with 
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netlisting and less than 1 second without netlisting. In contrast, using the same platform, 6 

hours was needed to complete the computation of a numerical model in FEMLAB 3.0a 

[152], which was not reusable when chip topologies and dimensions were modified. The 

computational advantage of the system simulation is thus clear, making possible system-

level micromixer design that may involve hundreds or thousands of iterative simulations.    

6.5 Summary 
Analytical and parameterized behavioral models for micromixing elements have been 

presented for efficient and accurate modeling of laminar diffusion-based electrokinetic 

passive mixers and mixing networks. Complex micromixers have been decomposed into a 

system of elements with relatively simple geometry. Behavioral models for elements have 

been developed and linked to form a system-level schematic representing the entire 

micromixer. The system simulation has been verified with numerical and experimental data, 

and used to perform systematic analysis and comparison of sample mixing in T-type, 

focusing, multi-stream, SAR and complex mixing network devices, yielding insights into 

the effects of such parameters as system topology, geometry, properties and operational 

parameters on mixing performance. The model affords drastically improved computational 

efficiency over numerical simulations, and is thus well suited for optimal micromixer 

design processes that typically involve large numbers of design iterations.  

Parameterized and analytical behavioral models for mixing elements are the building 

blocks of the system level simulations. Four types of basic elements, mixing channels, 

diverging and converging intersections and reservoirs have been considered. Such elements 

are amenable to analytical modeling and are sufficiently general to represent electrokinetic 

passive micromixers commonly used in lab-on-a-chip systems. The models developed for 
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these elements are valid for general input concentration profiles and arbitrary flow ratios, 

and enable us to consider the overall effects of the mixer topology, geometry, operational 

parameters and material properties at the system level for the first time. 

The system-level schematic has been used to perform studies of electrokinetic passive 

micromixers that employ diffusion-based mixing-enhancing techniques such as focusing, 

multi-lamination and splitting-and-recombining. These techniques are effective in 

improving mixing performance but lead to complex mixer geometries, extensive and 

sensitive design-parameter space and complicated design processes. Generally, system-

level simulations have demonstrated that asymmetric sample flow rates should be used for 

improved mixing efficiency as long as the sample concentrations remain at a detectable 

level. Sample homogeneity improves rapidly at the early stage of mixing but then tends to 

saturate eventually, with the region in which this transition occurs determined by the mixer 

topology and geometry, operational parameters (e.g., flow ratios) and material properties. 

Therefore, the tradeoff among the chip real-estate area, mixing size and system complexity 

should be considered. A salient advantage offered by the behavioral model over the 

resistor-based model is its capability of computing the complex mixing network that 

involves partial mixing. Therefore, the behavioral model can be a useful tool to design 

more compact mixer topologies (see Chapter 8). It is worth noting that while the system 

simulation focuses on electrokinetic micromixers, the conceptual approach can be 

generalized to micromixers that use pressure-driven flow (see Chapter 8). 
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Chapter 7 Modeling and Simulation of Integrated Lab-

on-a-chip Systems 
This chapter demonstrates the integration of the behavioral models for subsystems (e.g., 

separation microchips in Chapter 4 and Chapter 5; and mixers in Chapter 6) into a system-

level schematic of integrated LoCs. Such a schematic can be iteratively simulated to 

capture the overall effects of subsystem-level parameters (e.g., separator and mixer 

topologies and types; operational electric fields and injection schemes etc.) and element-

level parameters (e.g., length and width of mixing and separation channels etc.) on system 

performance, as well as the tradeoffs among them, leading to a system-level optimal design 

achieved by “negotiation” among each subsystem and element.  

Integrated LoC design is difficult because of the need to, 

(1). Accurately interpret the fundamental multi-physics phenomena (such as electric, 

fluidic, heat transfer and sample transport) at element or component levels. 

(2). Properly classify, decouple and reduce the multi-physics phenomena to tractable 

mathematical models, while still maintaining their essential physical characteristics. 

(3). Efficiently integrate low-level mathematical models to obtain a system-level 

representation for iterative simulation-based design.  

Most of the previous approaches to LoC modeling are not amenable to accurate 

simulation-based iterative design of integrated systems due to various limitations (Section 

2.3), such as difficulties in system-level representation, inaccurate physical descriptions 

and inflexibilities with respect to geometrical perturbations. Currently, the only general and 

accurate approach is the classical method of numerical simulation, which however suffers 
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from unacceptable computational cost. Therefore, a methodology that simultaneously takes 

into account of balancing accuracy and efficiency without sacrificing generality is needed.     

To demonstrate the ability of the methodology developed in this thesis to meet these 

goals, this chapter describes how it can be used to design a competitive immunoassay 

microchip consisting of mixing, reaction, injection and separation subsystems. Following a 

short introduction (Section 7.1), a simplified competitive immunoassay reactor model and 

connection pins (I/O parameters) of an injector model are proposed (Section 7.2). These 

models are then integrated with previously developed separator and mixer models (Section 

7.3) to compose a system-level schematic of the immunoassay chip. The schematic is then 

simulated by both DC and transient analysis to capture the influence of topologies, element 

sizes, material properties and operational parameters on chip performance. The modeling 

results as well as the design methodology are validated against experimental and numerical 

data (Section 7.4). Finally, the original LoC device is redesigned using the simulation 

framework to improve bio-analysis efficiency and minimize chip-area (Section 7.5). 

7.1 Integrated Competitive Immunoassay Microchip 
Figure 7-1a illustrates an integrated competitive immunoassay microchip proposed by 

Harrison et al. [16], which consists of four subsystems (mixing, reaction, injection and 

separation). Its operation involves both synthesis and analysis, which are typical functions 

performed in a biochemical lab. In the first phase, a negative electrical voltage is applied at 

reservoir 3 with reservoir 5, 6 and 7 grounded and the other reservoirs left floating. 

Theophylline (Th, from reservoir 5) and fluorescein-labeled theophylline tracer (Th*, from 

6), driven by the electric field, first mix with each other within channel J1-J3. Then Th and 

Th* in the mixture compete for a limited number of antibody (Ab, from reservoir 7) binding 
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sites in the mixing and reaction channel J3-J4. The mixture (hereafter called analyte) of 

reaction products Ab-Th* and Ab-Th, as well as unreacted Th* and Th are loaded into the 

double-T injector. Th, Th* and Ab are continuously supplied by the reservoirs; therefore 

concentrations of all the samples, reagents and products in the mixer and reactor at this 

phase are in steady-state. This completes the synthesis operation. 
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Figure 7-1. (a) Sketch of a competitive immunoassay microchip consisting of four 
subsystems (mixing, reaction, injection and separation) [16]. (b) Its system-level schematic. 

In the second phase (analysis), the voltages are switched on reservoirs 1 and 4 with the 

others left floating. Thus the loaded analyte is injected as a band into the separation channel 

J4-reservoir 4. Because the analyte includes tagged Ab-Th* and Th* molecules that have 

different charges and sizes, they move at different speeds and eventually can be separated 

by electrophoresis [118]. The amount of Ab-Th* and Th*, represented by the areas under 

the electropherogram, for a wide range of Th concentration, can be obtained to generate a 

calibration curve to determine unknown concentrations of Th in the sample at reservoir 5 

for clinical analysis. As the Ab-Th complex and Th are not tagged with fluorescent tracers, 
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they are invisible to detection and not considered in the remaining operation. In this phase, 

Ab-Th* and Th* bands broaden due to molecular diffusion and other dispersion sources; 

therefore the transient evolution of their band shapes, directly impacting the analysis 

quality is of prime importance. 

To simulate such a LoC, a system-level schematic that assembles behavioral element 

models based on the LoC geometric and functional hierarchy needs to be built. Figure 7-1b 

illustrates the hierarchical decomposition of the LoC. It is decomposed into four functional 

subsystems and further broken down into commonly used elements, such as the straight 

mixing channel, injector, reactor and turn separation channel. Therefore, models for 

reactors and injectors are still needed for integration with previously described models.  

7.2 Behavioral Models for Reactors and Injectors  
In this section, behavioral models of competitive immunoassay reactors and connection 

pins (I/O parameters) of double-T injectors that are integral to the schematic in Figure 7-1b 

will be presented. 

7.2.1 Competitive Immunoassay Reactors 
The biofluidic pins for a general purpose reactor will be defined to enable the extension 

of our system-level simulation approach beyond a competitive immunoassay design. The 

behavioral model for the reactor that will be developed is specific to the competitive 

immunoassay. General purpose reactor model is being described elsewhere at Carnegie 

Mellon [188].   

7.2.1.1 Pin Definition 

In practical integrated LoCs, the reactor fulfills two functions, bridging the mixer and 

injector, as well as converting samples and reagents into reaction products (synthesis). 
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Therefore, the biofluidic pins at its input and output terminals are different. Figure 7-2 

shows the behavioral model structure for the electrokinetic reactor. In additional to electric 

pins (Vin and Vout), biofluidic pins are also proposed with arrows indicating the direction of 

signal flow for calculating pin values. At the reactor inlet, the Fourier coefficients ( ( )in
md ) of 

the widthwise concentration profiles of the samples and reagents input from upstream 

mixers characterize their premixing degree. At the outlet, biofluidic pins are defined as the 

average concentrations ( ( )out
avgc ) of the reaction products and unreacted samples that can be 

used by the downstream injector to determine the band shape of the injected species. Here, 

indices in and out represent the quantities at the inlet and outlet respectively. Analog wiring 

buses carrying vector-type pin values (concentration coefficients or multiple samples and 

reagents) similar to those used in mixers and separators are also employed.   

( ) ( )( , , , , , , )out in
avg nc func d k D w L Eµ=( )in

nd ( )out
avgc

inV outV
R

( ) ( )( , , , , , , )out in
avg nc func d k D w L Eµ=( )in

nd ( )out
avgc

inV outV
R

 
Figure 7-2. Behavioral model structure for the electrokinetic reactor. At the inlet, the 
Fourier coefficients ( ( )in

nd ) of widthwise concentration profiles of samples and reagents 
conveyed from upstream mixers characterize their premixing degree. At the outlet, 
biofluidic pins quantify the average concentrations ( ( )out

avgc ) of the reaction products and 
unreacted samples. 

7.2.1.2 Behavioral Model 

Figure 7-3 depicts the process of competitive immunoassay reactions between Th, Th* 

and Ab, as well as the model we use. The uniformly mixed theophylline Th and 

fluorescein-labeled theophylline Th* compete for a limited number of antibody Ab binding 

sites in the main mixing and reaction channel that corresponds to channel J3-J4 in Figure 

7-1a. The binding kinetics are governed by the equations in Figure 7-3a, where k1 and k2 



 

 

157

are the forward and backward kinetic constants for the binding reaction between Th and Ab 

and k3 and k4 are those between Th* and Ab respectively.  
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Figure 7-3. (a) Sketch of the competitive immunoassay reaction between Th, Th* and Ab. 
(b) Sketch of the competitive immunoassay reaction model. 

The concentrations c of Th, Th*, Ab, Ab-Th and Ab-Th* in this simultaneous mixing 

and binding-reaction are spatial-position dependent and governed by a set of convection-

diffusion equations with reactive source terms [189]:  
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(7.1) 

 
where D is the sample diffusivity, u is the sample velocity and subscripts Th, Th*, Ab, Ab-

Th and Ab-Th* refer to the quantities associated with the corresponding samples. Eq. (7.1) 
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is non-linear and does not admit analytical solutions. Ref. [16] suggests several simplifying 

assumptions: 

 (1). The fluorescein has negligible effects on the binding affinity of Th to Ab (namely 

1 3k k≈  and 2 4k k≈ ), and on the material properties of Th and Ab-Th (namely *Th Th
u u≈  

and *Th Th
D D≈ , *Ab Th Ab Th

u u− −
≈  and *Ab Th Ab Th

D D− −
≈ ).  

(2). The reaction is essentially irreversible, k1 >> k2 and k3 >> k4, such that the forward 

binding is dominant and the analyte exiting mixing-reaction channel does not contain 

noticeable Ab (the amount of Ab is limited). This can be inferred from the 

electropherogram (Figure 6) in Ref. [16] (if the reverse reaction was significant, another 

concentration peak of Th* disassociated from Ab-Th* complex would be observed in the 

separation channel). 

(3). Both mixing and reaction are complete, which are implied by Figures 5 and 7 in Ref. 

[16] (Figure 5 shows that 99 % mixing has been reached. In Figure 7, except at Th 

concentration of 10 mg/L, the stop-flow case does not appreciably enhance the reaction, 

indicating that the reaction is almost complete for the continuous-flow case).  

Based on these assumptions, Eq. (7.1) can be reduced to 

 ( )

* * *

* * *

*

2 2

12 2

2 2

12 2

2 2

12 2

2 2

2 2

Th Th Th
Th Th Th Ab

Th Th Th
AbTh Th Th

Ab Ab Ab
Ab Ab Th AbTh

Ab Th Ab Th Ab Th
Ab Th Ab Th

dc c cu D k c c
dx x y

dc c c
u D k c c

dx x y

dc c cu D k c c c
dx x y

dc c cu D
dx x y

− − −
− −

⎛ ⎞∂ ∂
= + −⎜ ⎟∂ ∂⎝ ⎠

⎛ ⎞∂ ∂
= + −⎜ ⎟⎜ ⎟∂ ∂⎝ ⎠

⎛ ⎞∂ ∂
= + − +⎜ ⎟∂ ∂⎝ ⎠

⎛ ⎞∂ ∂
= + +⎜ ⎟∂ ∂⎝ ⎠

* * *

* * *

1

2 2

12 2

Th Ab

Ab Th Ab Th Ab Th
AbAb Th Ab Th Th

k c c

dc c c
u D k c c

dx x y
− − −

− −

⎛ ⎞∂ ∂
= + +⎜ ⎟⎜ ⎟∂ ∂⎝ ⎠

 (7.2) 



 

 

159

 
The first two equations in Eq. (7.2) differ from each other by a scaling constant CR, the 

concentration ratio of cTh to cTh*, implying that the amount of Ab bound to Th and Th* 

(namely, the cAb-Th and cAb-Th*) is proportional to the concentrations of Th and Th* and CR 

holds unchanged from the inlet to the outlet of the mixing-reaction channel. Additionally, 

the assumption of complete mixing and binding-reaction enables the calculation of the 

concentrations of reaction products and unreacted samples at the end of the mixing-reaction 

channel (intersection J4) based on the mass-balance principle. In the model implementation, 

the main mixing-reaction channel in Figure 7-3a is modeled as a serial connection of a 

mixing channel having the same dimensions as the original channel and a reactor with 

negligible physical size (R = 0) in which the binding reaction completes instantaneously 

(Figure 7-3b). This treatment allows the designer to monitor the mixing degree (or mixing 

residual) before samples and reagents enter the reactor model and examine if the complete 

mixing assumption is satisfied during design optimizations. 

The mixing model is described in the previous chapter and will not be repeated here. 

The modeling effort hence focuses on the reactor in Figure 7-3b. As the amount of Ab is 

limited (eventually completely consumed), the binding reaction in the reactor model can be 

quantitatively described by, 

 
( ) ( ) ( )

1

1 1 1
in in in

Ab Ab Ab

k

CR CR CRM M MCR CR CR

Th Ab Ab Th
⎛ ⎞ ⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠ +⎝ ⎠

+ ⎯⎯→ −  (7.3) 

 
 

( ) ( ) ( )

3* *

1 1 1
1 1 1

in in in
Ab Ab Ab

k

M M MCR CR CR

Th Ab Ab Th
⎛ ⎞ ⎛ ⎞ ⎛ ⎞⋅ ⋅ ⋅⎜ ⎟ ⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠ +⎝ ⎠

+ ⎯⎯→ −  (7.4) 

 
where ( ) ( )in in

Ab Ab Ab rM u c A= ⋅ ⋅ , Ar is the constant cross-sectional area of the mixing-reaction 

channel, M stands for the molar mass flow rates of samples and indices in and out represent 
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the quantities at the inlet and outlet of the reactor model. Similarly, those of Th* and Th are 

expressed as ( ) ( )in in
Th Th Th rM u c A= ⋅ ⋅ , ( ) ( )

* * *
in in

rTh Th Th
M u c A= ⋅ ⋅ . The contribution of the axial 

diffusive mass flux is not counted due to the long mixing-reaction channel (L = 81 mm and 

w = 52 µm). Then, from mass balance, the molar mass flow rates of the reaction product 

Ab-Th* and unreacted Th* exiting the reactor model are respectively given by,  

 ( ) ( )
*

1
1

out in
Ab Ab rAb Th

M u c A
CR−

⎛ ⎞= ⎜ ⎟+⎝ ⎠
 (7.5) 

 

 ( ) ( ) ( )
* * *

1
1

out in in
r Ab Ab rTh Th Th

M u c A u c A
CR

⎛ ⎞= − ⎜ ⎟+⎝ ⎠
 (7.6) 

 
 Table 7-1 summarizes the molar mass flow rates of samples and reaction products 

flowing in and out of the reactor.  

Table 7-1 Molar mass flow rates of samples and reaction products at the inlet and outlet of 
the reaction model. 

 inlet outlet 

Th ( ) ( )in in
Th Th Th rM u c A=  ( ) ( ) ( )

1
out in in

Th Th Th r Ab Ab r
CRM u c A u c A

CR
⎛ ⎞= − ⎜ ⎟+⎝ ⎠

 

Th* ( ) ( )
** *

in in
rThTh Th

M u c A=  ( ) ( ) ( )
** *

1
1

out in in
r Ab Ab rThTh Th

M u c A u c A
CR

⎛ ⎞= − ⎜ ⎟+⎝ ⎠
 

Ab ( ) ( )in in
Ab Ab Ab rM u c A= ⋅ ⋅  ~ 0 

Ab-Th 0 ( ) ( )

1
out in

Ab Th Ab Ab r
CRM u c A

CR−
⎛ ⎞= ⎜ ⎟+⎝ ⎠

 

Ab-Th* 0 ( ) ( )
*

1
1

out in
Ab Ab rAb Th

M u c A
CR−

⎛ ⎞= ⎜ ⎟+⎝ ⎠
 

 

Denote ( ) ( )
* * *

out out
rAb Th Ab Th Ab Th

M u c A
− − −

= ⋅ ⋅  and ( ) ( )
* * *

out out
rTh Th Th

M u c A= ⋅ ⋅ . The average molar 

species concentrations of the analytes entering the injector are, 

 ( ) ( ) ( )
* 0,,

1 1
1 1

out in in
Ab Abavg Ab Th

c c d
CR CR−

⎛ ⎞ ⎛ ⎞= =⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠
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 ( ) ( ) ( ) ( ) ( )
* * *

* *
0,, 0,

1 1
1 1

out in in in inAb Ab
Ab Abavg Th Th Th

Th Th

u uc c c d d
u CR u CR

⎛ ⎞ ⎛ ⎞= − = −⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠
 (7.8) 

 
where uAb ≈ uAb-Th* is used [16]. The uniform species concentrations (namely the average 

concentration attributed to complete mixing) ( )in
Abc , ( )

*
in

Th
c  and ( )in

Thc  at the inlet of the reactor 

model can be extracted from the zeroth component of ( )in
nd . Eqs. (7.7) and (7.8) establish 

the signal flow relationship between the species concentrations at the inlet and outlet of the 

reactor model. 

Obviously, this model does not provide reaction kinetics and requires sufficiently long 

channels to ensure both complete mixing and reaction (this assumption is valid for the 

integrated LoC in Figure 7-1), leading to conservative assessment of the mixing-reaction 

channel length for LoC design. 

7.2.2 Double-T Injectors 
The double-T injector [16] serves as a physical junction between the reactor, separator, 

sample (analyte)-waste and buffer feed channels. It operates at both loading and dispensing 

phases and introduces analytes from the continuous-flow reactor into the separation 

channel that involves transient evolution of species bands. Therefore, it is indispensable in 

transitioning the LoC from the synthesis to analysis phases. In contrast to the injector 

model used for separation modeling (Chapter 4), this new model is capable of 

automatically determining the shape of the injected species band based on the electric fields 

at both phases and analyte concentrations from the adjacent reactor model.  

7.2.2.1 Pin Definition 

Figure 7-4 shows the pins at the injector terminals. Since the injector is modeled as a 

single element, the symbol view does not reflect its real physical geometry, e.g., double-T 
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or cross [117]. The terminals connecting to the reactor and separation channel are 

respectively defined as the inlet and outlet, indicating the direction of signal flow for 

calculating the band shape of the injected species. At the inlet, the information of the 

average species concentrations ( ( )in
avgc ) is acquired from the upstream reactor model. At the 

outlet, the initial species band shape, such as skew coefficients ( ( )out
nS ), variance ( 2

outσ ) and 

amplitude (Aout), as well as the starting separation time (tout = 0) is set and propagated to the 

downstream separation channel for separation computation. In addition, four electric pins 

Vin, Vout, Vb and Vaw are also defined, where indices in, out, aw and b represent the 

quantities at the terminals linking respectively to the reactor, separation channel, sample 

(analyte)-waste feed channel and buffer feed channel. 

( ){ } ( )2, , ( , , , , )out in
n out out avgS A func c D w Eσ µ=

( )in
avgc

bV
outV

outR

awV

inR

bR
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2
outσ

outA

iN
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Figure 7-4. Pins for the electrokinetic injector. Indices in, out, b, aw refer to the quantities 
at the terminals respectively linking to the reactor, separation channel, buffer reservoir and 
sample (analyte)-waste reservoir.  

7.2.2.2 Behavioral Model 

As its flow path lengths are negligibly small compared with those of feed, mixing-

reaction and separation channels, injector can be assumed as a point-wise entity and 
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electrically represented as four resistors with zero resistance between each terminal and the 

internal node Ni,  

 0aw b in outR R R R= = = =  (7.9) 
 

Here, Ni corresponds to the intersection of flow paths. Thus, the voltages at the terminals 

are consequently the same ( aw b in outV V V V= = = ). The functional relationship of the 

biofluidic states between the inlet and outlet of the injector is determined by electric fields 

in the adjacent channels and quantitatively described by a parameterized reduced-order 

model developed with the neural network approach [126].   

7.3 Connection of Pins 
With all behavioral models available, the next step is to link pins at element terminals by 

wires (electric) and wiring buses (biofluidic) according to the spatial chip layout and 

compatibility of the physics to accomplish the simulation schematic.  

Table 7-2 Biofluidic wiring buses used in the integrated LoC simulations 

Connection Type Subsystem Type Bus Pin Name 
Mixing d [0:29] Concentration coefficients 

t [0:2] Separation times 
σ2 [0:2] Variance 
A [0:2] Amplitude 

Separation 

S [0: 30] Skew coefficients 
Reaction N/A N/A 

Intra-subsystem 

Injection N/A N/A 
Mixing-Reaction d [0:29] Concentration coefficients 

Reaction-Injection cavg[0:2] Average analyte concentrations 
t [0:2] Separation times 

σ2 [0:2] Variance 
A [0:2] Amplitude 

Inter-subsystem 
Injection-Separation 

S [0: 30] Skew coefficients 
 

In Table 7-2, the biofluidic wiring buses are classified into the intra-subsystem 

(connecting the element within a subsystem, e.g., mixing or separation) and inter-
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subsystem (linking the subsystems involving different functions) buses. The detailed 

description of the bus allocation is similar to that given in Table 3-1. Since the reactor and 

injector are modeled in terms of a single element, there is no intra-subsystem pin definition. 

7.4 System Simulation of Integrated LoC Systems 
In this section, the system-level schematic simulation procedure will be first described. 

Then, the simulation results of the integrated competitive immunoassay microchip will be 

discussed and validated against numerical and experimental data. 

7.4.1 Simulation Description  
The immunoassay schematic is simulated in two consecutive steps arising from the two 

operational phases (described in Section 7.1). For each step, both electric and biofluidic 

simulations are conducted. 

(1). Mixing-reaction-loading (synthesis) phase. In this phase, voltage is applied at 

reservoir 3 with reservoirs 5, 6 and 7 grounded and the others left floating (potential setting 

is inactivated in the schematic). Given system topology and element dimensions, nodal 

voltages at element terminals within the entire system are first computed by Ohm’s and 

Kirchhoff’s laws using the resistor models. The resulting nodal voltage and current through 

the element are in turn used to calculate the electric field strength (E) and its direction 

within the mixer, reactor and analyte-waste feed channel, as well as the flow ratios at 

intersections J1 and J3. With these results and user-input sample properties (D and µ), the 

biofluidic pin values are computed sequentially starting from the most upstream sample 

reservoirs (5, 6 and 7) to the injector. The sample (Th, Th* and Ab) concentrations after 

mixing are determined and then fed to the reactor model to calculate the concentrations of 

detectable species, e.g., the reaction product (Th*-Ab) and the unreacted Th*. At the 
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double-T injector, the concentration information along with the electric fields in the 

adjacent channels is saved.  

(2). Dispensing-separation-detection (analysis) phase. In this phase, the voltage is 

switched to reservoirs 1 and 4 with the others left floating. As the synthesis phase, the 

nodal voltage in the network is first computed. Then, the computation of separation state 

(e.g., the arrival time, variance, skew and amplitude) is initiated at the injector outlet using 

the stored information from phase (1), and subsequently propagated to downstream 

separation channels using signal flow until the waste reservoir is reached. 

7.4.2 Simulation Results and Discussion  
In this section, the system simulation results and their comparison to experimental and 

numerical data will be presented to validate the modeling methodology.  

Table 7-3 Comparison between system-level simulation results and experimental data on 
normalized concentrations of Th* at channels J1-J3 and J3-J4. 

Channel System Simulation Experiment 
J1-J3 0.5 0.534 
J3-J4 0.25 0.257 

 

Table 7-3 shows the comparison between the system simulation results and 

experimental data on the normalized concentrations of Th* (by the initial reservoir sample 

concentration) at channels J1-J3 and J3-J4. Since channels J1-reservoir 5 and J1-reservoir 6 

have exactly same dimensions (that is same electric resistance), flow rates through them are 

also identical with a single constant potential applied at reservoirs 5 and 6. This leads to a 

two-fold dilution of Th* at channel J1-J3. Likewise, channel J3-J2-reservoir 7 is fabricated 

with the same resistance as the combined resistance of channels J3-J1-reservoir 5 and J3-

J1-reservoir 6, eventually yielding a four-fold dilution of Th* at channel J3-J4. The 

simulation results agree with the experimental data excellently with the worst error of 7 %. 



 

 

166

0 10 20 30 40

0.0

0.2

0.4

0.6

0.8

1.0 Sys. Simul
Experimental

Theophylline Th (mg/L)

A
re

a 
ra

tio

Th*

Ab-Th*

0 10 20 30 40

0.0

0.2

0.4

0.6

0.8

1.0 Sys. Simul
Experimental

Theophylline Th (mg/L)

A
re

a 
ra

tio

Th*

Ab-Th*

 
Figure 7-5. Comparison between the system-level simulation results and experimental data 
[16] on the area ratio of unreacted Th* and Ab-Th* complex. Abscissa shows the initial 
concentration of Th before the 50-fold off-chip dilution. Actual concentrations of Th* and 
Ab are not available. Their values were extracted from the results in Ref. [16].  

In Figure 7-5, calibration curves of the area ratio for unreacted Th* and Ab-Th* complex 

are obtained from system simulation results by varying the concentration of Th (Th* 

concentration is fixed). Area ratios of Th* and Ab-Th* are respectively defined as 

( )* * *Ar Ar Ar
Th Th Ab Th−

+  and ( )* * *Ar Ar Ar
Ab Th Th Ab Th− −

+ , where Ar is the species amount, 

represented by its area under the electropherogram (Figure 7-6). The simulation results 

match the experimental data very well with a relative error less than 5 %. As the 

concentration of Th increases, the amount of Th begins to predominate in the mixture of Th 

and Th* in mixing-reaction channel J3-J4. Therefore, Ab exhibits a higher probability of 

colliding and binding to Th than to Th*, leading to more unreacted Th* and the growth of 

Th* area ratio.  

Figure 7-6 shows the simulated electropherograms of separating Th* and Ab-Th* at 

three detection spots in the separation subsystem. It is seen that species bands of Th* and 

Ab-Th* gradually separate during their migration through the separation channel but with a 
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considerable decrease in band’s amplitude and spreading in band’s width due to the 

dispersion. The area ratio of the species bands are extracted at the third detector (bottom 

trace) and compared with numerical simulation [190] in Table 7-4. Very good agreement 

with the worst-case error less than 10 % and impressive speedup >100× over the numerical 

simulations have been achieved. 
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Figure 7-6. Electropherograms of unreacted Th* and Ab-Th* complex from system 
simulations at three detection spots: 10 mm after injection (top trace), before the 90° elbow 
(middle trace) and after the 90° elbow (bottom trace). Th concentration used in experiments 
and simulations is 40 mg/L before the 50-fold off-chip dilution (800 µg/L after the dilution). 

Table 7-4. Comparison between numerical analysis [190] and system simulations on the 
area ratio 

 Numerical Sys. Simul 
Area ratio Th* 0.845 0.84 

Area ratio Ab-Th* 0.155 0.16 
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7.5 An Improved Design 
Finally, the system-level simulation is employed to redesign the original chip and 

improve its bio-analysis efficiency and minimize its chip-area. Here, the original 

constraints on the channel size and power supply are kept. Specifically, the mixing, 

reaction, injection and separation channels are fabricated with channel width 52 µm and 

those feed channels leading to buffer and sample (analyte)-waste reservoirs are 236 µm 

wide. The same power supply with a single output of 6 kV is used. Due to the practical 

fabrication limit, I/O reservoirs are required to be spaced at least 5 mm apart. In addition, 

the immunoassay reaction is also assumed to be mixing-limited, thus complete mixing also 

signifies complete reaction (otherwise a period of incubation needs to be added at the end 

of the synthesis phase from the design, in which all reservoirs are left floating).  
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Figure 7-7. Schematic (not to scale) of the improved design of Figure 7-1 using the system-
level simulation.  

Figure 7-7 shows the redesign by reducing the excessive mixing length and arranging it 

into a compact serpentine geometry. The original mixing channel J1-J3 and J3-J4 are 
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shrunk from 26.5 and 81.63 mm to 9.3 and 77.33 mm respectively, while keeping almost 

the same mixing degree. Additionally, the overly long separation channel is shortened from 

81.11 to 25.5 mm, which hence increases the electric field (from 600 V/cm to 1.8 kV/cm) 

and minimizes the band spreading due to diffusion (Joule heating dispersion is still 

negligible in this case). Furthermore, the detector is moved to the front of the 90° elbow 

separation channel to avoid the turn dispersion at the high electric field in the new design. 

Table 7-5. Comparison of the channel dimension, separation time, variance, peak height 
and chip area between the original design and the improved design. 

Parameters Original Improved 
J1-J3 26.5 mm  9.3 mm 
J3-J4 81.6 mm 77.33 mm 

Mixing degree  99 %  99 % 
J4-reservoir 4 81.11 mm 25.5 mm 

 Ab-Th* Th* Ab-Th* Th* 
Separation Time (s) 18.6 29.1 2.12 3.32 

Variance (µm2) 66607 30091 15926 11400 
Amplitude (norm.) 1 4.9 2.4 8 

Resolution 24 15 
Chip area 7.6 cm × 7.6 cm 2.5 cm × 2 cm 

 

Table 7-5 shows the modified mixing and separation channel length, as well as the 

system performance between the original and improved designs. Although the separation 

resolution drops to 15, it is still high enough to resolve the species bands. Most importantly, 

an impressive 1.6-fold increase in concentration amplitude and nearly 3-fold and 10-fold 

decreases in variance and chip area have been achieved. In other words, an assay chip that 

is easier to detect has been designed in less area. 

7.6 Summary 
This chapter describes the system-level schematic simulation of an electrokinetic 

competitive immunoassay LoC. In contrast to the separation and mixing models from the 

previous chapters, pins involving different physics have been defined at the terminals of 
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reactor and injector models, which enable the interconnection among different subsystems 

and transition between the operational phases of the chip. A simplified reactor model valid 

for forward immunoassay reactions has been developed, implemented in an analog 

hardware description language (Verilog-A) and linked to behavioral models of mixers, 

separation channels and injectors [126] to form a complete simulation schematic. An 

overview of the pin connections within and between subsystems has been provided to 

interpret the biofluidic signal transmission within the entire LoC network.  

The constructed schematic then has been used to simulate the LoC in both synthesis and 

analysis phases, each requiring sequential solutions of the electric network by Kirchhoff’s 

law and biofluidic states by signal flow. The simulation results of on-chip mixing, reaction, 

injection and separation have been verified by numerical and experimental data. A speedup 

(>100×) is achieved over the numerical FEM simulations, while still maintaining high 

accuracy (relative error less than 10 %). The system-level simulation captures the overall 

effects of chip topology, element size and operational parameters on chip performance and 

is used to redesign the original chip to improve analysis quality but occupy less chip-area. 

This application of the modeling and simulation framework developed in this thesis 

demonstrates its effectiveness in system-level design of integrated LoCs. 
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Chapter 8 Generation of Concentration Gradients of 

Complex Shapes Using Microfluidic Networks 

8.1 Introduction 
Concentration gradients (or concentration arrays) of diffusible chemicals or stimulating 

samples play important roles in the study of cell biology (e.g., chemotaxis [75, 76]), 

biochemistry [72], surface patterning and microfabrication [191, 192]. Conventionally, the 

Boyden chamber [193], pipette [194], gel [195] or their derivations [196, 197] are used to 

release the sample and to investigate cell behavior in a sample concentration gradient. 

However, these techniques are inefficient in providing spatially stable gradients of complex 

shapes due to the unbalanced sample flux into and from the region of interest [74]. 

Therefore, a technique to generate and maintain predictable complex sample concentration 

gradients over a long period of time is strongly desired to examine the correlation between 

the gradient and cell behavior, and quantitatively compare the significance of competing 

gradients by  superimposing gradients of different samples [74, 198]. In addition, the 

development of sample concentration arrays also enables the high-throughout assays (e.g., 

immunoassay) and efficient multi-dimensional screens for combinational chemistry.   

Recently, the laminar diffusion-based microfluidic networks that allow an accurate and 

reproducible control over the position and quantities of the sample released into the system 

[74] have been extensively studied for the concentration-related analysis. In general, they 

can be classified into two categories: complete mixing and partial mixing.  

Complete mixing devices generally involve serial recombining, mixing and splitting of 

the sample solution and buffer (or differently concentrated sample). Sample mixing before 

each splitting needs to be complete (uniform concentration along the channel width) to 
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allow the use of resistor-based models. Jacobson et al. [71] proposed a serial mixing 

network driven by electrokinetic flow to achieve an array of continuously diluted sample 

concentrations for parallel bioanalysis. This approach later was also realized in pressure 

driven flow [72] to study fluorescent immunoassay and quantitatively analyze multiple 

antibodies in parallel. Jeon et al. [73, 74] proposed a tree-like microfluidic network to 

generate concentration gradients of complex shapes (e.g., linear, parabolic and periodic) 

along the channel width. Sample solution with different concentrations was supplied at 

multiple inlets, then mixed, split and recombined in branched channels, which eventually 

converged to a wide main channel, yielding a complex widthwise profile. This device was 

later improved by Lin et al. [199], who integrated a simple “mixer module” with the 

gradient generating network to enable the on-chip dilution of initial samples and obtain 

dynamically controlled temporal and spatial gradients. More recently, Walker et al. [200] 

studied the effects of flow and diffusion on chemotaxis in such devices using a simplified 

numerical model and experiments. It has been found that as the flow rate varies, the cell 

trajectories along the streamwise direction and the transverse concentration profiles of 

chemokine are significantly affected. Nevertheless, to ensure transversely complete sample 

mixing before each splitting, such gradient generators [73, 74, 199, 200] often use either 

bulky and complicated network structures that are prone to leak and clog or use chaotic 

advective mixers [192] that need complicated layout and fabrication. Additionally, the 

profiles produced at the output channel are also discretized (non-smooth). 

 Gradient or array generators fully relying on diffusion-based partial mixing were also 

proposed and demonstrated. Holden et al. [176] built a Y-shape laminar microfluidic 

diffusion diluter (mDD) that allowed side-by-side mixing of different samples to generate 
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widthwise concentration gradients. With appropriate simplifications of the convection-

diffusion equation, an analytical model was also developed to accurately predict the output 

profiles. Walker et al. [58] designed a cross-mixing microfluidic device that created a 

widthwise bell-shape concentration profile of virus to study the cell infection within a 

microscale environment. In addition to the concentration gradient generation along the 

channel width, Yang et al. [201, 202] proposed a microfluidic network that generated 

continuous gradients across the stream and discontinuous gradients along the stream by 

manipulating fluid distribution at each intersection of the network and subsequent diffusion 

between laminas in the mixing microchannels. While these devices are effective in 

generating simple gradients (e.g., approximately linear or bell-shape), approaches to  create 

complex profiles (such as the periodic and composite gradients in Ref. [74, 75]) as well as 

the associated models to evaluate the network design  have not been adequately explored.  

To address this issue, this chapter presents novel and compact microfluidic networks to 

generate complex concentration profiles along the channel width by integrating constituent 

profiles (e.g., approximately linear and bell-shape) created by simple T- or cross-mixers. 

To investigate the design space, the system-level simulation approach developed in this 

thesis will be used: the generator will be geometrically decomposed into a set of mixing 

elements. Analytical behavioral models for individual elements are derived to accurately 

capture the sample transport within the pressure-driven flow network as well as its 

dependence on the generator topology, element size, material property and initial reservoir 

sample concentration. The model is validated with FVM numerical analysis of various 

generators. Finally, a design approach for the proposed device based on iterative evaluation 
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of the behavioral model is presented and the strategy of achieving desired gradients is also 

briefly discussed. 

In contrast to the previous studies, the proposed generator and behavioral model exhibit 

two notable novelties. First, we superimpose simple constituent profiles (e.g., linear and 

bell-shape) arising from partial mixing [58, 176] to construct complex and composite 

gradients. Therefore, the measures taken to ensure complete mixing, such as long zig-zag 

mixing channels or chaotic advective mixers, as well as the complicated tree-like network 

structures [13, 73, 74, 192] are no longer needed. Second, different from the resistor-based 

mixing model [71, 74] that takes advantage of the analogy between fluidic and sample 

transport and hence imposes the constraint of complete mixing, our behavioral model 

evaluates the propagation of concentration profiles (rather than a single average 

concentration value) within the entire network. Therefore, it not only recovers the resistor-

based model, but also captures dynamic evolution of the sample concentration profile and 

its dependence on design parameters. 

This chapter is organized as follows. First, the principle of the generator will be 

introduced (Section 8.2), followed by analytical and numerical modeling of the transport 

phenomena (Section 8.3). Then case studies of diverse concentration profiles (e.g., linear, 

bell-shape, periodic and hybrid) will be demonstrated, along with the comparison between 

the numerical and system simulation results (Section 8.4). Finally, an optimization and 

design method based on the iterative system simulation will be proposed and illustrated by 

design paradigms (Section 8.5).  
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8.2 Principle of Concentration Gradient Generation 
The proposed approach of generating concentration gradients is to superimpose simple 

constituent profiles (arising from T- or cross-focusing mixers in Figure 8-1) side-by-side 

along channel width to obtain complex and composite profiles.  

sample

buffer
sample buffer buffer

a b

sample

buffer
sample buffer buffer

a b  
Figure 8-1.  Numerical contour plots of concentration distributions in (a) a T-mixer and (b) 
a cross-focusing mixer, arising from laminar diffusion-based mixing. 

Figure 8-1a depicts a simple T-mixer, in which the diffusible sample and buffer solvent 

are transported to the mixing channel respectively via the left and right branch channels by 

pressure driven flow. At the intersection, both streams merge into a laminar flow and then 

mix with each other due to diffusion in the main mixing channel. Figure 8-2a shows that 

immediately after the T-intersection, an abrupt step-shape sample profile results due to 

negligible diffusion at the junction region. The location of the concentration discontinuity 

is determined by the sample and buffer flow rates through both branch channels. On the 

other hand, at the far downstream of the intersection, an approximately linear concentration 

gradient can be attained. The profile exhibits an excellent linearity in the middle portion of 
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the channel. The gradient is slightly nonlinear at both sides due to the mass insulation at 

channel walls. 
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Figure 8-2. (a) A step and an approximately linear concentration profile generated at the 
intersection and far downstream in a T-mixer (from numerical simulations).  (b) A smooth 
and wide bell-shape concentration profile generated at the far downstream of the 
intersection in a cross-focusing mixer. Intensifying the focus effect and taking detection 
immediately after the intersection yields a Dirac δ profile (from numerical simulations). 

Similarly, a bell-shape profile can be created by a cross-focusing mixer (Figure 8-1b). 

The sample is injected from the middle channel and sandwiched by buffer solvent from 

side channels. By modulating flow rates through these branch channels or changing the 

detector location, the height, width and position of the bell shape in the mixing channel can 

be manipulated. For example, at the far downstream of the cross intersection, a smooth 

bell-shape profile can be generated. Nevertheless, intensifying the focusing effect and 

taking detection immediately after the intersection can achieve an abrupt Dirac δ profile 

(Figure 8-2b).  

Therefore, by aligning these constituent profiles side-by-side, temporally and spatially 

stable gradients of complex shapes (periodic and hybrid) can be achieved, due to the 

balanced mass flux. As the constituent profiles are independent from each other, their 

shapes (e.g., the width, slope, peak and mean concentration value) can be individually 

adjusted through branch flow rates, channel sizes and reservoir sample concentrations.  
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8.3 Analytical Models and Numerical Analysis 
Similar to other generator designs, our approach requires a high degree of control over 

the sample quantity released from individual sources and concentration variations within 

the network. Therefore, efficient and accurate models to capture the influence of design 

parameters (e.g., the geometry, flow rate and initial reservoir sample concentration) on 

individual constituent profiles as well as their superimposed profile are indispensable to the 

design of the proposed device.  

In this section, the hierarchical simulation approach presented in Chapter 3 and Chapter 

6 will be used. The analytical behavioral models for mixing elements will be first extended 

to pressure driven flow and then integrated into a system-level representation (Section 

8.3.1). Then numerical analysis will be briefly described (Section 8.3.2) and used as a 

benchmark to validating the proposed approach and analytical models.  

8.3.1 Analytical Models 
In this subsection, the Navier-Stokes and convection-diffusion equations respectively 

governing the fluidic and sample transport in mixing channels and converging intersections 

will be analytically formulated and solved to attain a parameterized behavioral model.  

8.3.1.1 Flat Straight Mixing Channels 

Fluidic and sample transport in a flat (the width-to-depth ratio β is large, e.g., β > 5) 

straight mixing channel is considered. The Navier-Stokes equation for steady-state and 

fully-developed (entry effect at the intersection is neglected) flow is given by,  

 
2 2

2 2

1u u P
y z x

∂ ∂ ∂
+ = −

∂ ∂ ∂η
 (8.1) 

 
where η is the dynamic viscosity of the buffer, u is the axial pressure-driven flow velocity; 

x, y and z are axial, widthwise and depth-wise coordinates respectively, with x∈[0, L], y∈[0, 
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w] and z∈[0, h]; L, w and h are the channel’s length, width and depth respectively; P is the 

pressure, which is a linear function of the axial coordinate x for fully developed flow. 

Hence const.,dP P
dx L

∆
= = where ∆P is the differential pressure applied across the channel 

length L. The analytical solution to the flow velocity profile in Eq. (8.1) is given by [203]  
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Integrating Eq. (8.2) along the channel cross section yields the volumetric flow rate as  

 ( )4

5 5
1,3,5...

tanh 21921
12 i

iw Pq
L i

π ββ
β π

∞

=

⎡ ⎤∆⎛ ⎞= − −⎢ ⎥⎜ ⎟
⎝ ⎠ ⎣ ⎦

∑η
 (8.3) 

 
Eq. (8.3) indicates that the steady-state pressure driven flow network can be treated as a 

resistor network with the pressure and volumetric flow rate analogous to the voltage and 

current (if the flow entry effect is negligible). The associated fluidic resistance can be 

defined in a similar fashion to the electric resistance by 
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Thus, a Kirchhoffian network of pressure driven flow can be solved to determine the 

pressure at element terminals and the flow rate through the element. 

The convection-diffusion equation governing the sample transport within an axially 

fully developed flow is governed by  

 
2 2 2

2 2 2

c c c cu D
x x y z

⎛ ⎞∂ ∂ ∂ ∂
= + +⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠

 (8.5) 
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Direct analytical solution to Eq. (8.5) is unavailable due to the transversely non-uniform 

velocity profile u. Two assumptions are made to simplify Eq. (8.5). First, Refs [176, 204-

206] have shown that for flat channels, the sample transport is not affected by the local 

velocity distribution. Therefore, the axial velocity u in Eq. (8.5) can be replaced with the 

cross-sectional average velocity (U) and the concentration distribution in the depthwise 

direction is relaxed (i.e.,
2

2 0c
z

∂
≈

∂
). Second, as the mixing channel is typically narrow (h << 

L and w << L), axial diffusion is also negligible (i.e., 
2 2

2 2

c c
x y

∂ ∂
∂ ∂

). Thus, Eq. (8.5) is 

reduced to 

 
2

2

c cU D
x y

∂ ∂
=

∂ ∂
 (8.6) 

 
Eq. (8.6) is exactly the same as Eq. (6.4) with the cross-sectional average velocity U 

analogous to the electrokinetic velocity 
kxu . The solution to Eq. (8.6) can be found as 

 ( ) ( ) ( )2out in n
n nd d e π τ−=  (8.7) 

 
where τ =L/(w Pe) is the dimensionless sample residence time within the channel, dn are the 

Fourier cosine series coefficients of sample concentration profiles and indices in and out 

represent the quantities at the inlet and outlet. In contrast to the results obtained in Ref. 

[176], our model (Eq. (8.7)) holds for arbitrary concentration profiles at the inlet. 

As the Reynold number considered in the proposed generators is rather low (Re < 1), the 

Dean number De, a relative measure of the magnitude of the secondary flow, in general is 

on the order of 0.01. No noticeable advective sample mixing due to secondary flow in a 

circular turn with the rectangular cross section was observed in the numerical simulation. 
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Thus, with L in τ replaced by rcϕ , Eq. (8.7) is also valid for the circular mixing turn, where 

rc and ϕ are the average radius and included angle of the turn.  

8.3.1.2 Converging Intersections 

The converging intersection in pressure driven flow is identical to that in EK flow, 

acting as a combiner to align and compress upstream sample streams with an arbitrary flow 

ratio s and concentration profiles side-by-side at its outlet. As described previously, the 

complex multi-input intersection that merges multiple branch flow can be treated as a 

cascade connection of the converging intersections.  

8.3.1.3 Constructing System-Level Representation 

A system-level representation of the proposed concentration gradient generator can be 

obtained by connecting the developed element models using the same approach described 

in Chapter 6. The only difference is that the electric pin in electrokinetic flow is now 

replaced with a flow pin including the hydrodynamic pressure difference as the “across” 

quantity and the flow rate as the “through” quantity. Therefore, the system-level simulation 

can be conducted in a similar manner to the EK flow. In addition, the system simulation 

allows multiple dilute samples coexisting in buffer solution with negligible interactions. 

Hence, it enables quantitating and comparing the role of competing gradients. The 

analytical behavioral model and system simulation currently are implemented in 

Mathematica 5.0.   

8.3.2 Numerical Models 
Numerical analysis is performed within the commercial Finite Volume Method package 

CFD-ACE+ (ESI CFD, Inc). A three dimensional geometric solid model of the proposed 

gradient generator with flat channels (h = 60 µm and β = 5~20 in channels) is constructed 

in CFD-GEOM and then imported to CFD-ACE+ for computational settings and FVM 
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solution. Two physics modules of incompressible fluid flow (Navier-Stokes equation) and 

bio-chemistry (convection-diffusion equation without reaction) are invoked to sequentially 

solve for the flow velocity and sample concentration in the network. A volumetric flow rate 

of 5.18 µl min-1 at the main output channel is fixed during all simulations, with an 

exception of 1.296 µl min-1 used for the cross-focusing generator due to its smaller channel 

width (see Figure 8-4). Typical sample diffusivity of 1×10-10 m2 s-1 and normalized 

reservoir sample concentrations c = 0~1 are used, unless otherwise noted. 

To capture the steep concentration gradient generated at junction regions and diminish 

the error of “numerical diffusion” [9], very fine meshes in the widthwise direction are used. 

In addition, a polynomial-type mesh in the axial direction is also selected to accumulate 

more grids at the junction and resolve flow entry effects on sample transport (globally fine 

meshes are not computationally affordable). The channel depth is resolved with 10 cells. 

Depending on the network topology, structured mesh with 480,000 ~ 820,000 cells in total 

was used for a generator model. A typical mesh plot of a cross intersection is depicted in 

Figure 8-3.  

 
Figure 8-3. Mesh plot of a cross intersection. 156 cells in the widthwise direction of the 
main channel is used to resolve the steep gradient along the width. Axially, more grids are 
used at the junction region to capture the flow entry effects on the sample transport.  
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8.4 Case Studies 
In this section, system simulations will be conducted to explore various microfluidic 

networks that are capable of generating complex concentration profiles. The proposed 

approach and simulation results will be validated by the numerical analysis.  

8.4.1 Bell-Shape Concentration Profiles 
There are two ways to generate bell-shape concentration profiles. One is to combine two 

mirrored approximately linear profiles, each evolving from a T-mixer (Figure 8-1a). 

However, it would be more convenient to use a single cross-focusing mixer (Figure 8-1b). 

Figure 8-4 illustrates the network topology and dimensions of such a generator. Sample 

solution with different sample concentrations c is continuously supplied to inlets 1~3 and 

then mixes with each other in the main mixing channel. Thus, a smooth bell-shape profile 

can be generated in the mixing channel.  
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Figure 8-4.  Network topology and dimensions of a cross-focusing generator. Solution with 
different sample concentrations is introduced at inlets 1~3.  
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Figure 8-5. (a) A bell-shape profile: a numerical contour plot (top view) of the sample 
concentration. The comparison between numerical and system simulation on the 
concentration profile across the channel width (extracted at the end of the main mixing 
channel). Lines and symbols represent the values from system and numerical simulations 
respectively. Flow rates (q1 = q2 = q3) in branch channels are 432 nl min-1. (b) An inversed 
bell-shape profile.   

Figure 8-5 shows the numerical contour plots (top view) of the sample concentration as 

well as the comparison between numerical and system simulation results on the widthwise 

profiles extracted at the end of the main mixing channel. In Figure 8-5a, the sample and 

buffer are supplied from the middle and side branch channels respectively (c1  = 0, c2  = 1 

and c3  = 0 with flow rate q1 = q2 = q3 = 432 nl min-1). The appreciable diffusion effect 

smears out the interface between the sample and buffer stream, yielding a smooth bell-

shape profile with the highest concentration value occurring at the axial centerline. By 

switching the supply of the sample and buffer (c1 = 1, c2 = 0 and c3 = 1) to inlets 1~3, an 

inversed bell-shape profile results with the lowest concentration value at the axial 

centerline. Excellent agreement between numerical and system simulation results has been 

found with M  = 6.7 % (Chapter 6). 
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8.4.2 Periodic Bell-Shape Concentration Profiles 
To create a periodic bell-shape concentration profile, multiple cross-focusing generators 

can be arranged side-by-side.  
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Figure 8-6. Network topology and dimensions of a periodic bell-shape concentration 
generator. A periodic profile is produced by combining two constituent bell-shape profiles, 
each evolving from a single cross-focusing mixing unit. 
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Figure 8-7. (a) Numerical contour plot (top view) of the sample concentration in a periodic 
bell-shape profile generator. (b) Comparison between numerical and system simulation 
results on the concentration profile across the channel width, extracted at 400 µm 
downstream of the intersection in the main mixing channel. Flow rates in branch channels 
1~6 are 864 nl min-1. 
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Figure 8-6 shows the network topology and dimensions of such a generator including 

two cross-focusing units. Sample solution with different concentrations is first fed to the 

inlets of cross-focusing units, in which single bell-shape profiles form as described above. 

The bell-shape constituent profiles then merge in the main mixing channel to create a 

periodic profile (a). Figure 8-7 shows the numerical contour plot of the sample 

concentration as well as the comparison between numerical and system simulation results 

on the widthwise profile extracted at 400 µm downstream of the intersection. In contrast to 

that in Figure 8-5a, asymmetric constituent bell-shape profiles are generated in the cross-

mixing units enabled by the asymmetric arrangement of sample concentrations at reservoirs 

1, 3 and 4, 6 (i.e., c1 ≠ c3 and c4 ≠ c6, see Figure 8-7). Thus, a higher concentration value is 

found at the centerline of the main mixing channel than at the walls. Excellent agreement 

between numerical and system simulation results has been found with the relative average 

error M = 4 %. 

8.4.3 Periodic Linear Concentration Profiles 
Linear concentration profiles can be also generated periodically in the widthwise 

direction by aligning multiple T-mixing units side by side as shown in Figure 8-8.   

Sample solutions with disparate concentrations are released from two adjacent 

reservoirs in a T-mixing unit (e.g., reservoirs 1 and 2), and then mix with each other in the 

serpentine mixing channel to generate approximately linear profile. The peak and mean 

concentration values and the slope of the constituent profile are determined by the overall 

effects of reservoir concentrations, serpentine channel sizes and sample flow rates, which 

can be effectively captured by the analytical model presented in Section 8.3.1. Eventually, 
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the approximately linear profiles from serpentine mixing channels are combined to achieve 

a periodical distribution in the main mixing channel. 
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Figure 8-8. Network topology and dimensions of a periodic linear concentration generator. 
A periodic linear profile is produced by combining three constituent linear profiles, each 
evolving from a single T-mixing unit.  

Figure 8-9 shows various periodic (triple) approximately linear profiles from triple-T 

generators. Since each constituent profile is generated independently, its slope, mean and 

peak values can be varied by modulating its corresponding reservoir sample concentrations. 

In Figure 8-9a, exactly the same linear profiles are replicated along the channel width. 

Figure 8-9b demonstrates a profile consisting of three constituent profiles, each having the 

same slope but different peak and mean concentration values. In Figure 8-9c, the 

constituent profiles with the same mean values but different peak values and slopes are 
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produced. Figure 9d exhibits a gradient whose constituent profiles have distinctly different 

slopes, mean and peak concentration values.  
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Figure 8-9. Numerical contour plots of the sample concentration and comparison between 
numerical and system simulations on concentration profiles across the channel width 
(extracted 400 µm downstream of the intersection). The flow rate in all branch channels 
1~6 is 864 nl min-1. Triple approximately linear profiles with (a) the same peak and mean 
concentration values and slope, (b) the same slope but different peak and mean values, (c) 
the same mean values but different slopes and peak values and (d) the different slope, peak 
and mean concentration values.  
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As an extreme case, given a sufficiently fast flow velocity or a short serpentine mixing 

channel, sample mixing in T-mixers is negligible, leading to a profile comprised of three 

square waves. For all periodic profiles in Figure 8-9, steep concentration discontinuities are 

created at the merging interface between streams, which are very useful for studying the 

cell behavior subjected to abrupt gradients [75]. Excellent agreement between numerical 

and system simulation results indicates that the analytical model is able to accurately 

predict discontinuous profiles as well as their decay along the stream direction. 

8.4.4 Hybrid Concentration Profiles 
Finally, this section will demonstrate that a hybrid concentration profile consisting of 

both linear and bell-shape constituent profiles can be generated by combing cross- and T-

mixing units as shown in Figure 8-10.  
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Figure 8-10. Network topology and dimensions of a hybrid concentration generator. A 
composite profile of both linear and bell-shape profiles could be generated. 
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Figure 8-11. (a) Numerical contour plots (top view) of the sample concentration in a hybrid 
profile generator. (b) Comparison between numerical and system simulation on the 
concentration profile across the channel width, extracted at 400 µm downstream of the 
intersection in the main mixing channel.  

Figure 8-11 exhibits a composite profile produced by such a device, in which the bell-

shape profile from the cross-mixing unit is sandwiched by the linear profiles from T-

mixing units. While sample solution in the cross- and T-mixing units is supplied with the 

same total flow rate (1728 nl min-1) and initial concentration (c2 = c4 = c6 = 1), good mixing 

in the cross-mixer implied by the quicker decay of the peak concentration value has been 

found, which is attributed to its smaller inter-stream diffusion distance (Section 6.4.3). A 

higher peak value at the centerline of the main mixing channel can be reached by 

discharging more concentrated sample solution at inlet 4. 

In summary, the class of the achievable concentration profiles (e.g., linear, bell-shape, 

periodic and hybrid) is basically determined by the type of the mixers (e.g., cross-focusing 

or T mixers) and their spatial configurations. However, the details of each constituent 

profile (e.g., slope, mean and peak concentration values, position and width) are captured 

by the overall effects of initial reservoir concentrations, flow rates, sample properties as 

well as the channel dimensions. This insight is helpful for designers to select appropriate 
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parameters to obtain desired concentration profiles using the analytical models and iterative 

system simulations, which will be discussed in the next section.  

8.5 Design Approach 
After validating the proposed approach and behavioral models, next we need to 

determine a strategy to design the generators with appropriate geometries and operational 

protocols that can meet prescribed profiles. In this section, the optimization formulation 

will be described, and the design process of three kinds of gradient generators: the linear 

(Figure 8-1a), bell-shape (Figure 8-1b) and periodic linear (Figure 8-9a) will be 

demonstrated.   
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Figure 8-12. Flow chart of the optimization and design of concentration gradient generators. 
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To begin with the formulation, an optimization objective is needed. An index of profile 

discrepancy Qc characterizing the discrepancy between the prescribed (desired) and 

candidate profiles is defined by  

 
1

0c sQ c c dη= − ⋅∫  (8.8) 
 
where cs is the prescribed (desired) profile and c is the candidate profile. Essentially, the 

optimization process is to explore the design space and locate the parameters yielding 

minimal Qc. 

Flow chart in Figure 8-12 illustrates the optimization and design process. First, given the 

prescribed (desired) profile, designers need to determine the mixer types (e.g., T- or cross-

focusing), spatial configuration (e.g., double cross or triple T) as well as the independent 

design variables that enter the optimization. Given initial guess values, the modeling 

subroutine calculates the output concentration profile as well as its discrepancy from cs at 

the detection spot. This step progresses iteratively to find out the optimal parameter values 

yielding minimal Qc. Currently, a simple optimization scheme is used, in which the 

parameter space is meshed and the modeling subroutine is iteratively evaluated at all grid 

nodes to locate the optimal combination of the parameters. 

8.5.1 Linear Profile Generators 
In this section, the process of designing an approximately linear profile generator with 

the prescribed profile 1 2c B B η= +  will be demonstrated, where B1 and B2 are its 

interception and slope.  

Clearly a simple T-mixer is needed. The two flow rates through branch channels (Figure 

8-13a) are chosen as optimization variables, which in practice can be easily adjusted by 

external pumps. Other parameters, such as the channel sizes and initial sample 
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concentrations hold unchanged and are given in Figure 8-13a. Figure 8-13b shows the 

prescribed and optimized concentration profiles along the channel width. They match well 

in the middle region of the channel but deviate at both sides as discuss above. Optimization 

results indicate that solution with flow rates q1 = {26.1082, 9.394} nl min-1 and q2 = 

{17.3975, 21.8716} nl min-1 should be respectively supplied to the sample and buffer 

reservoirs (inlets 1 and 2) to attain the prescribed profiles cs = 0.8 − 0.4η and cs = 0.4 − 

0.2η .  
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Figure 8-13. (a) The network topology and dimensions of a T-mixer. The flow rates of the 
solution through branch channels are selected as optimization variables. (b) Comparison of 
the prescribed (line) and optimized (symbol) concentration profiles along the channel width 
( 0.8 0.4c = − η  and 0.4 0.2c = − η ) detected at the end of the mixing channel. Flow rates q1 = 
{26.1082, 9.394} nl min-1 and q2 = {17.3975, 21.8716} nl min-1 are needed. (c) Three 
different prescribed and optimized profiles ( 0.9 0.6c = − η , 0.8 0.4c = − η and 0.7 0.2c = − η ). 
Flow rates q1 = {36.7214, 26.1082, 17.9104} nl min-1 and q2  = {24.4793, 17.3975, 12.0247} 
nl min-1 are found to generate them respectively. These q1 and q2 combinations remain the 
same flow rate ratio of q1/q2=1.5.  
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However, the optimization can be improved. Based on mass balance, the average 

sample concentration cavg in the main mixing channel is the flow-rate weighted “centroid” 

of the initial reservoir concentration values, that is, ( ) ( )1 1 2 2 1 2avgc c q c q q q= + + . For 

example, given c1 = 1 and c2 = 0, flow ratio of q1 / q2  = 1.5 and q1 / q2 = 0.43 have to be 

satisfied for 0.8 0.4c η= −  with cavg=0.6 and 0.4 0.2c η= −  with cavg=0.3. Therefore, a 

constraint can be imposed to the ratio of flow rates q1 and q2, so that either q1 or q2 can be 

chosen as the optimization variable. This greatly speeds the optimization process. 

Subjected to this constraint, the absolute values of q1 and q2 determine the sample 

residence time in the mixing channel and hence the profile slope. Figure 8-13c illustrates 

three different prescribed and optimized profiles: c = 0.9 − 0.6η, c = 0.8 − 0.4η and c = 0.7 

− 0.2η, all having the same cavg but different slopes. Therefore, solution with the same ratio 

of q1/q2 but different q1 and q2 values needs to be pumped into the network. At larger flow 

rates (e.g., q1 = 36.7214 nl min-1 and q2 = 24.4793 nl min-1), sample spends less time within 

the channel for mixing, leading to a steeper gradient (B2 = −0.6).  

8.5.2 Bell-Shape Profile Generators 
In this section, the process of designing a bell-shape profile generator will be described. 

A symmetric bell-shape profile along the channel width can be mathematically described as 

the difference between two Error functions, 

 
( )( ) ( )( )( )1 2 1 21

2

Erf B B Erf B B
c

η η− − − −
=  (8.9) 

 
where B1 and B2 dictate the slope and position of the sigmoid sides of the bell shape profile 

(see Figure 8-14).  
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Figure 8-14. Comparison between prescribed (line) and optimized (symbol) bell-shape 
concentration profiles. (a) Different B1 values lead to different side slopes of the bell-shape 
profile. Flow rates q1 = q3 = {175.202, 479.9, 1081.5} nl min-1 and q2 = {523.6, 1440, 
3245.8} nl min-1 yield B1 = {6, 10, 15}. (b) Different B2 values lead to different positions of 
the sigmoid sides of the bell-shape profile. Flow rates q1 = q3 = {253.4, 479.9, 721.2} nl 
min-1 and q2 = {1997, 1440, 962} nl min-1 yield B2 = {0.1, 0.2, 0.3}.  

Based on previous knowledge in Figure 8-4, the cross-focusing mixer is selected. The 

sample and buffer flow rates through the middle and side branch channels (Figure 8-4a) are 

preferentially chosen as optimization variables. Other parameters, such as the channel sizes 

and initial sample concentrations are the same as those in Figure 8-4 and kept unchanged 

during optimizations. Figure 8-14 shows the comparison between the prescribed (line) and 

optimized (symbol) bell-shape concentration profiles and excellent agreement is found. 

Figure 8-14a depicts a family of bell-shape concentration profiles with different side slopes 

by adjusting B1 values. Larger flow rates (e.g., q1 = q3 = 1081.5 and q2 = 3245.8 nl min-1) 

accelerate the sample migration through the main mixing channel, leading to less mixing 

and steeper side slopes (larger values of the B1), namely a more drastic gradient change. 

Figure 8-14b illustrates a family of bell-shape profiles with different positions of the 

sigmoid sides due to disparate values of B2. As B2 increases, both sides translate towards 

the channel centerline, leading to the shrunk top-plateaus and area under the curves. This 

can be achieved by diminishing the ratio of q2/q1 (or q2/q3) to cut down sample quantity 
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flowing into the network. Further reducing B2 can yield a Gaussian or a Dirac δ profile 

without plateaus.   

8.5.3 Periodic Linear Profile Generators 
In this section, the design will be extended to a periodic linear profile generator by 

taking advantage of mass balance. With N periodic constituent linear profiles aligning 

along the channel width and the ith contained in ( )1i N i Nη− ≤ ≤  ( 1, 2...i N= ), the 

overall profile can be mathematically described by 

 ( )1, 2    ,   1ic B B i N i Nη η= + − ≤ ≤  (8.10) 
 
where B1,i is the interception of the ith constituent profile and B2 is the slope common to all 

constituent profiles. In this specific design, three constituent linear profiles (N = 3) are 

considered and Eq. (8.10) can be rewritten as 

 
1,1 2

1,2 2

1,3 2

, 0 1 3
, 1 3 2 3
, 2 3 1

B B
c B B

B B

η η
η η
η η

⎧ + ≤ <
⎪= + ≤ <⎨
⎪ + ≤ ≤⎩

 (8.11) 

 
Meanwhile, values of B1,2 and B1,3 should satisfy B1,2 = B1,1 − B2 /3 and B1,3 = B1,1 −2B2 /3 

to ensure identical peak values of all constituent profiles. Clearly the generator consisting 

of three T-mixing units is selected (Figure 8-9) and the initial sample concentrations in the 

reservoirs are chosen as the optimization variables, which have not been discussed in the 

previous examples. The other parameters including flow rates and channel sizes are given 

in Figure 8-9. As all T-mixing units have identical dimensions and buffer flow rates, 

constraints of 1 3 5c c c= = , 2 4 6c c c= =  and ( )1 2 2avgc c c= +  are imposed. Eventually, 

either c1 or c2 is selected as an independent optimization variable.  
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Figure 8-15. Comparison between prescribed (line) and optimized (symbol) periodic linear 
profiles. (a) Triple linear component profiles with different slopes and peak values but the 
same mean values. (b) Triple linear component profiles with different peak and average 
concentration values but the same slopes. 

Figure 8-15 shows the comparison between the prescribed (line) and optimized (symbol) 

profiles from the Triple-T generator. Both agree well along the channel width except at the 

stream interfaces and channel walls. Specifically, Figure 8-15a shows two periodic linear 

profiles with different slopes (B2) and peak values (B1,1) but the same mean values by 

adjusting their reservoir sample concentrations. Sample concentrations at reservoirs are set 

to c1 = c3 = c5 = {0.747, 0.583}, c2 = c4 = c6 = {0.253, 0.417} to obtain B1,1 = {0.8, 0.6}, B1,2 

={1.4, 0.8}, B1,3={2, 1} and B2 ={-1.8, -0.6}. A larger difference of the initial 

concentrations at the adjacent reservoirs (e.g., reservoirs 1 and 2) in a T-mixing unit causes 

a steeper linear output. Figure 8-15b depicts the periodic profiles with different mean and 

peak values but the same slopes. Correspondingly, Sample concentrations at reservoirs are 

set to c1 = c3 = c5 = {0.3, 0.97} and c2 = c4 = c6 = {0.03, 0.03} to attain B1,1 = {1/3, 1}, B1,2 

={2/3, 4/3}, B1,3={1, 5/3} and B2 ={-1, -1}. 

8.6 Summary 
A novel microfluidic device capable of generating temporally and spatially stable 

concentration profiles of complex shapes, along with its design methodology has been 
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presented. The underlying principle is to superimpose the constituent profiles (e.g., linear 

and bell-shape) arising from T- or cross-mixers side-by-side to achieve composite profiles 

(e.g., periodic and hybrid) along channel widths. To assist design of the proposed 

generators, the composable modeling and simulation approach has been exploited. 

Analytical and parameterized behavioral models for the elements (e.g., mixing channels 

and converging intersections) in pressure driven flow have been developed and integrated 

to achieve a system simulation. Simulation results exploring various generators (e.g., linear, 

bell-shape, periodic and hybrid) have been validated by the numerical FVM analysis. 

Hence, the accurate and fast models can be used for the generator design based on the 

iterative simulation. Design processes to achieve prescribed profiles (e.g., linear, bell-shape 

and periodic) by quantitatively modulating flow rates and initial sample concentrations at 

reservoirs have been demonstrated. The strategy that takes advantage of mass balance to 

reduce the optimization variable number and speed up the design has been discussed as 

well. Good agreement between the prescribed and optimized designs indicates that flow 

rates and reservoir sample concentrations are flexible and convenient means to adjust 

concentration gradients.  

In contrast to previous approaches, the proposed generators are able to create complex 

and smooth concentration profiles by using very simple microfluidic network structure. 

Thereby, it enables the profile generation in even smaller scales with less fabrication effort 

and low possibility of clogging and leakage (lower pressure drop). The limitation of the 

proposed approach is its inefficiency to yield strictly linear profiles due to the mass 

insulation at channel walls. 
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Chapter 9 Summary and Future Work 
This thesis introduces a behavioral modeling and schematic simulation methodology of 

electrokinetic biofluidic lab-on-a-chip systems. Key issues that have been discussed include 

schematic representation, behavioral modeling, numerical and experimental validation, 

modeling efficiency as well as model extensibility. 

9.1 Summary 
Behavioral modeling and schematic simulation of biofluidic LoC systems is based on its 

geometrical and functional decomposition. A complex design can be decomposed into a set 

of commonly used elements of simple geometries (e.g., turns and straight channels), each 

with an associated function (e.g. mixing or separation). Both electric and biofluidic pins are 

defined at element terminals to support communication between the elements and describe 

the local sample/species state. These pins are then linked by analog wiring buses to form a 

system-level schematic for simulation. Lumped models are analytically derived to capture 

the behavior of these elements and correlate the sample/species state at element terminals.  

The models are parameterized by design geometries, material properties and operational 

parameters (e.g., electric field). The behavioral models have been implemented in an 

analog HDL, Verilog-A. Schematics are composed in Cadence’s virtuoso schematic editor 

and are simulated by Cadence Spectre. In contrast to previous studies, our efforts for 

system-level designs of LoCs demonstrate the following significant features and 

characteristics  

(1). Hierarchical design. In contrast to previous studies, our method is based on a 

hierarchical LoC representation and emphasizes both element-level multi-physics modeling 

and system-level simulations. Therefore, LoC performance evaluation can be conducted at 
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various levels (element-subsystem-system), depending on the design needs. Element-level 

modeling allows for the analysis of element behavior and its response to changes of 

element parameters (e.g., studies on skew interaction in Section 4.4 and Joule heating mass 

transfer regimes in Section 5.3); while the system-level simulation captures overall effects 

of subsystem-level parameters (e.g., separator and mixer topologies and types; operational 

electric fields and injection schemes) and element-level parameters (e.g., length and width 

of mixing and separation channels) on system performance, as well as tradeoffs among 

them, enabling optimal system-level design. Hence, the hierarchical design of LoCs with 

large system complexity is supported by the approach developed in this thesis. 

(2). Model parameterization and reusability. Unlike reduced order macromodels that 

need to be regenerated whenever the geometry and property are perturbed, the 

parameterization of geometry, material property and operation parameters enables model 

reusability. The system topology can be readily modified by updating the choice of the 

element model, the parameters in the element instance and the wiring connections, without 

impacting the embedded model contents. This effectively supports the decomposition of 

the system complexity that exists in integrated LoC devices.   

(3). Ability to consider complex sample transport. In contrast to previous research 

that mainly focuses on bulk fluid flow in microchannels or takes advantage of the analogy 

between fluidic and sample transport, this thesis focuses on local non-ideal sample 

transport that often becomes the performance-limiting factor in a LoC design. Turn and 

Joule heating induced dispersion in electrophoretic separation chips is studied using the 

method of moments. The skew of the species band is represented by a set of the Fourier 

cosine series coefficients that capture the effect of band skew on separation performance in 
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complex chip geometries. Sample concentration profiles in laminar diffusion based-

micromixers are also represented by a Fourier cosine series. Models that correlate the 

variation of the concentration profile between the element inlet and outlet are then 

developed. They accurately consider the overall effects of mixer topology, size and electric 

field on mixing performance as well as their tradeoffs. Therefore, the model can be used for 

the top-down design of LoC devices.  

(4). Fast speed. Fast simulation speed is another important requirement for iterative 

system-level design. As all behavioral models in this thesis are analytically derived and in a 

closed form, they offer tremendous speedup over the numerical simulation, e.g., a 

maximum speed up of 400,000 × has been achieved over a FEM simulation for a hybrid 

electrophoresis microchip in Section 4.5.4.   

(5). Adequate accuracy. All the modeling results in this thesis are validated through 

comparison to either full numerical simulation or reported experimental data. In most 

practical cases, our behavioral models show very good accuracy (generally less than 5 %) 

relative to numerical results. In certain cases, such as the ultra-high Peclet regime (e.g., 

DNA electrophoresis in sieving matrix in Section 4.5.2), the discrepancy can become larger 

(but is still ~ 10 %). This discrepancy can be attributed to the errors induced by modeling 

approximations or the numerical discretization of the convection-diffusion equation.  

(6). Format consistency and multi-physics modeling. As discussed in Chapter 3, 

multi-physics modeling of electrokinetic LoCs can be generalized into a uniform format. 

The electric pins are present in all element models regardless of their functions, while the 

biofluidic pins calculated in terms of signal flow are specific to multi-physics within 

individual elements. This organization not only retains the format consistency among 
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different behavioral models in a library, but also allows for introducing new multi-physics 

models (e.g., the concentration gradient generator of pressure driven flow in Chapter 8).  

In a summary, the approach investigated in this thesis meets the requirements for 

modeling and simulation of integrated biofluidic LoCs discussed in Chapter 1. 

9.2 Future Work 
In the future, several issues can be studied to extend and generalize the results obtained 

in this thesis.   

During modeling of turn-induced dispersion, a discontinuous electric field is assumed at 

the interface between a turn and a straight channel. This treatment has led to considerable 

simplification by allowing the well-developed species velocity profile to be used to 

reformulate the convection-diffusion problem in straight channels and turns in such a way 

that analytical solutions are available. This simplification generally gives accurate results, 

which have been verified numerically and experimentally. However, appreciable errors 

could occur at the high-Peclet number regime, where convective effect becomes dominant. 

In this case the dispersion characteristics are significantly affected by inaccuracies in the 

velocity profile. As the transverse component of electrokinetic species velocity at junction 

regions can be analytically described and considered second order to the axial velocity, a 

simple perturbation method might be used to account for the extra dispersion induced at 

element interfaces.  

For Joule heating induced dispersion modeling, channel walls are assumed to be at 

uniform temperature. This approximation considerably simplifies the formulation of the 

heat transfer problem in the model, and is accurate for substrates that are good thermal 

conductors or channels that have large aspect ratios. To improve the accuracy of the model 
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for general substrates and channel aspect ratios, where there may be significant temperature 

variations on channel walls, heat transfer in the substrate as well as in the buffer needs to be 

accounted for. This consideration will also provide a more accurate knowledge of average 

buffer temperature, allowing accurate evaluation of average material properties for use in 

the model. Such a heat transfer problem will generally no longer permit an analytical 

solution. However, it may still be possible to obtain closed-form correlations that are fitted 

to numerical solutions expressed in appropriate dimensionless parameters [207].  

Chapter 6 focuses on electrokinetic passive micromixers, but the modeling approach can 

be extended to pressure driven flow. In Chapter 8, the EK mixing model is directly applied, 

with minor modifications, to pressure-driven concentration gradient generators. The 

stream-wise dispersion term is neglected in a simplified analysis of sample transport in 

mixing channels with relatively large width-to-depth ratios [171, 172]. Refs. [164, 205, 208] 

have pointed out that the effects of non-uniform buffer velocity profiles along the channel 

depth on sample mixing can be characterized by a stream-wise Taylor dispersion 

coefficient and tend to be more noticeable at high Peclet numbers. A more accurate model 

considering axial dispersion can be implemented in the future. In the case of pressure-

driven mixers using channels of smaller width-to-depth ratios, no analytical solution exists 

to our knowledge. A combined approach of the analytical solution (based on the case of the 

flat channel) and using correction factors (obtained from numerical analysis) may be 

applied to predict the depth-averaged concentration profile. Neural network (NN) theory 

might be used to fit the numerical data to obtain the correction factor.  

In Chapter 7, a simplified immunoassay reaction model assuming complete mixing and 

reaction has been proposed for the integrated LoC simulation, which does not capture the 
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reaction kinetics and requires sufficient channel lengths. The mixer model presented in this 

thesis is able to predict the intermediate mixing process and provides an accurate estimate 

to the channel length that achieves complete mixing. In the mixing-limiting case, where the 

reaction rate is faster than the diffusion-based mixing rate; a channel with complete mixing 

also ensures complete reaction. Therefore our reactor model based on mass balance and the 

decoupling of mixing and reaction process can be only applied to chip design with fast 

reactions ( ( )Da Pe 1w L⋅  and Da is the Damkohler number). To address this issue, a 

reaction model that can handle simultaneous mixing and reaction is needed. This can be 

done in two ways: integrating a numerical scheme into the existing LoC modeling and 

simulation framework or using neural network theory to fit the dependence of the reaction 

yield on the dimensionless groups that incorporate the effects of reactor dimensions, 

material properties and kinetic constants. The latter seems more promising to synthesis and 

optimization that might involve hundreds and thousands of iterative evaluations.  

Also for micro-reaction systems, lumped reaction models may be categorized and 

developed according to their specific applications (e.g., PCR, enzymatic and immunoassay 

reactions) rather than in a general form (such as A+B⇔C or A⇔B), as their mechanisms 

are distinctly different, leading to different dimensionless groups and modeling approaches 

(e.g., in the PCR reaction, temperature might be a parameter impacting the reaction yield).  

For concentration generators, future work focuses on creating more varieties of 

gradients and improving the optimization algorithm. The proposed gradient generators in 

this thesis are not able to generate strictly linear profiles, which can be addressed by 

attaching three splitting channels at the end of the T-mixing channel. Thus, the bent sides 

of the concentration profile will be chopped off and the strictly linear portion at the middle 
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will remain for the analysis. In addition, the current optimization is essentially iterative 

simulation on all discretized nodes created by meshing the parameter space. Therefore, 

efficient optimization algorithm can be integrated to speed up the optimization process.  
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