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The First Work_shog on the Intersections of Computer Architecture and Reconfigurable Logic (CARL 2010),
Atlanta, Georgia - Sunday, December 5, 2010, Co-located with MICRO-43
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The Workshop on the Intersections of Computer Architecture and Reconfigurable Logic (CARL) is a new forum for presenting FPGA and reconfigurable logic research relevant to a computer architecture audience. In recent years, there has been
renewed interest in reconfigurable computing, driven by the need for greater computing performance and, at the same time, better power and energy efficiency. Reconfigurable computing is a key technology candidate to efficiently leverage

exponential device scaling beyond current multicore processors.

This full-day workshop will be held on Sunday, December 5, 2010, co-located with MICRO-43 & in Atlanta, George. The meeting will include keynote presentations, research presentations and a brainstorming panel.

Program of Invited Presentations

Two categories of submissions were solicited for review, (1) new unpublished manuscripts and (2) audience-appropriate revisions of papers already published or under review outside of traditional computer architecture forums. (See Call for Pape
below ) Each 4~6-page submission was assigned to 4 members of the program committee for review. At the end, the program committee invited 9 out of the 20 submitted papers for presentation at the CARL Workshop. Submissions selected for

presentation at CARL are not published.
The workshop will be held on Sunday, December 5th in Room 1456, Klaus Advanced Computing Building, Georgia Tech.

= 8:45-10:00 Keynote
= Welcome, Derek Chiou, Joel Emer and James C. Hoe
= Co-Designing a COTS Re-configurable Exascale Computer, Steven J. Wallach (Convey Computer) (% PDF)
= 10:00-10:30 Coffee break
= 10:30-12:00 Computing Abstractions (Kees Vissers, Xilinx)
= Rethinking FPGA Computing with a Many-Core Approach, John Wawrzynek (UCB): Mingjie Lin (UCB); llia Lebedev (UCB); Shaoyi Cheng (UCB); Daniel Burke (UCE) (% PDF)

= A Model for Programming Large-Scale Configurable Computing Applications, Carl Ebeling (University of Washington); Scott Hauck (University of Washington); Corey Olson (University of Washington); Maria Kim (University of

Washington); Cooper Clausen {(University of Washington); Beris Kogen (University of Washington) (% FDF)

= CoRAM: An In-Fabric Memory Abstraction for FPGA-based Computing, Eric Chung (Camegie Mellon University); James Hoe (Camegie Mellon University); Ken Mai (Camegie Mellon University) (¥2PDF)

= 12:00-1:30 Lunch

= A-2N -NN | anmanas and Frgdicanenants (rahamm @ehalla Tndald



Microsoft B Microsoft
Research

Accelerating Deep Convolutional Neural
Networks Using Specialized Hardware in
the Datacenter

Kalin Ovtcharov, Olatunji Ruwase, Joo-Young Kim,
Jeremy Fowers, Karin Strauss, Eric S. Chung




=" Microsoft

Top Row: Eric Peterson, Scott Hauck,
Aaron Smith, Jan GrayAdrian M.
Caulfield, Phillip Yi Xiao, Michael
Haselman,Doug Burger

Bottom Row: Joo-Young Kim, Stephen
Heil, Derek Chiou,Sitaram Lanka,
Andrew Putnam, Eric SChung

Not Pictured: Kypros Constantinides,
John Demme, Hadi Esmaeilzadeh,
Jeremy Fowers Gopi Prashanth Gopal,
Amir Hormati, James Larus, Simon
Pope, JasonThong

Huge thanks to our partners at

NiERA
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« Significant advances in

« Computer vision

« Speech recognition
 Natural language processing
« Intelligent agents

- Etc.

« State-of-the-art neural nets

« Convolutional Neural Networks (CNNs)
« Deep Neural Networks (DNNs)

Deep Learning: The "Next Big Thing™
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Delving Deep into Rectifiers:
Surpassing Human-Level Performance on ImageNet Classification

Kaiming He

Xiangyu Zhang

Shaoging Ren Jian Sun

Microsoft Research
{kahe, v-xiangz, v-shren, jiansun } @microsoft.com

Abstract

Reciified activarion units (rectifiers) are essential for
state-of-the-art neural networks. In this work, we study
rectifier neural networks for image classification from two
aspects. First, we propose a Parametric Rectified Linear
Unit (PReLU) that generalizes the traditional recrified unit.
PReLU improves model firting with nearly zero extra com-
putational cost and litlle overfirting risk. Second, we de-

and the use of smaller strides [33, 24, 2, 25]), new non-
linear activations [21, 20, 34, 19, 27, 9], and sophisti-
cated layer designs [29, 11]. On the other hand, bet-
ter generalization is achieved by effective regularization
techniques [12, 26, 9, 31]. aggressive data augmentation
[16, 13, 25, 29], and large-scale data [4, 22].

Among these advances, the rectifier neuron [21, 8, 20,
34], e.g., Rectified Linear Unit (ReLU), is one of several

Lratre 4 tha mmeasnmt c11mmmoe ~F Aaces mvafirremelqe TTET T4 avens




