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Wolverine
Xilinx Virtex7 690

A Wolverine
T Full sizePCleform factor
I 75W maximum power

I Up to 4 channels of DDR3 memory |

A Merlin

I % height, ¥2 lengthPCleform factor . Merlin
.. . Altera Arrial0 1150
I 75W maximum power = e

I 1 HMC 4GB memory, 2 1®it channels
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AGPU Form Factor and power envelope
ASingle and Dual card versions
Base Card Mezzanine Card
- - Application|Engines (AES)
Pronct:ssor Prcr::ssor ﬁ \g\s‘f& - s
PCle3 Foeen H b
° Host \ \
Cluster Interface
Interconnect
Fabric
Intel 1/0 Intel 170
Subsystem Subsystem

E IIIIIII;III IIIIIIIIIIIIIIIIIIIIIIIIIllIIlIII!lIIIIIIIIII[I!IIIIIIE
: S Slobally Shared oo
: & rtual Memory :
: S :

x86-64 Server Convey coprocessor

* CentOS * FPGA-based

» Choice of processors, I/0 devices, e High-bandwidth memory

chassis form factor, memory size, * Single or Dual card versions
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Social Network Example

A Storage is the faster growing piece of IT spend L’ =

————

i More and more images are being uploaded/stored e —ee

I Images accumulate over time and with growing users

A Resizing images takes time
I jpegs must first be expanded
i Expanded image scaled to desired size and recompressed
A Common approach has been to store multiple resized version of an image
i Consumes up to 30% of social network storage
i Precomputed oOothumbnailso not al ways optimal for
A What if | could resize images on the fly?

i For a small increment to the IT budget
i Nonaccelerated solution requires 48x more image servers $$$$$

i DelkConvey solution delivers on all requirements
i And save30% on storage
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Jpeg Resizelimplementation ¢ conver
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x86 Host coprocessor
i reads arguments and builds queue i Hardware threads decode, resize,
of images to be scaled and encode images
i worker threads read input files and i data transferred via memory
write output files
arguments
: . . decode encode
jobsFile.txt — ( ) vert. hor.
main thread . scaling scaling H—|
input e
job queue = image >
queue decode vert
input.jpeg—— scaling
outpUt jpog< worker thread —
é ) decode vert hor encode
ﬂ . . -' ﬂ
é result ml scaling scaling m‘l
A €—| image |[€=
A queue decode vert.
. - I i
nput.jpeg—— worker thread — e >eain
output.jpeg<—
host coprocessor
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A Host objective is to keep the FPGA busy

A Multiple simultaneous jobs are required

I ~6 Jobs at the FPGA are required, 4 active + 2 to cover
gueuing latencies and job overlap

A A host thread is used to handle each resize job

I Read Jpeg image from disk or the network
I Process Jpeg header and construct job control structure

I Start job on FPGA
I Write resized image to disk or network
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A Many host threads are used

I 10-15 host threads are needed to keep 6 jobs
active on the FPGA

A Application uses a client / server model

I Client library is compiled into an application that
needs resizing capability

I Server processes jobs submitted to it

I Client and Server can be on same platform or
across a network with potentially multiple clients

A Initial client is the Imagemagick application
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A A Host Thread processes the JPEG image header and creates a job
control structure (up to 200KB in size)

struct JobInfo{
JobApp m_app; // APP marker info
JobDecm_dec; // jpeg decode info
JobHorzm_horz // horizontal scaling info
JobVert m_vert; // vertical scaling info
JobEncm_enc; // jpeg encode info
JobCom m_com; // COM marker info

uint8_t* m_pInPic, // input picture
uint32_t m_inPicSize

UsingSinc Funcas Resize Filter
Output © © © © @ o

Input 0000000

June 14, 2015

struct_ALIGNED(64JobHorZ

uint64_t m_compCnt: 2;

uint64_t m_inlmageRows: 14;

uint64_t m_inlmageCols: 14;

uint64_t m_outimageRows: 14;
uint64_t m_outimageCols: 14;

uinté4 _t m_maxBIkColsPerMcu 2;
uint64_t m_maxBlkRowsPerMcu 2;
uint64_t _ALIGNED(8n_mcuRows: 11;
uinté4_t m_mcuCols: 11;

uint64_t m_mcuBIkRowCnt: 3;

uint64_t m_mcuRowRstiInc: 4;
JobHcpm_hcp[MAX_MCU_COMPONENTS];
uintl6_t m_filterWidth;

uintl6_t m_pntWghtListSize

JobPntinfo_ALIGNED(64)
m_pntinfof COPROC_MAX_IMAGE_PNTS];
JobPntWght ALIGNED(64)
m_pntWghtLisfCOPROC_MAX_IMAGE_PNTS];
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A A job is submitted to the FPGA as

I A pointer to the job control structure

I The job control structure has a pointer to both the input and
output image host memory

A FPGA performs image resizing
I Output is a resized JPEG image without the header
I Output is written by the FPGA to host memory
I FPGA completes the jobs by returning to host

A Host completes the jobs by

I Constructing the JPEG file including a header and the image
data

I Writing the JPEG file to disk or the network
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A SubmitJobroutine
handles interface to
COProcessor

I Multithreaded, one thread
per resizing job

I Up to eight resize jobs are
active in coprocessor

| SendCall_htmairg)
performs a remote
procedure call (RPC) to
start job

| RecvReturn_htmaif) is
used to poll on completed
jobs

June 14, 2015

Is nowMicron

void JpegResizeHifSubmitJob(Jobinfo* pJoblinfo {

/I multi threaded job submission routine
ObtainLock));

// obtain job ID
while (m_jobldQue.empty)) {
ReleaseLocK); usleep(1); ObtainLock);

}

uint8_t jobld = m_jobldQue.fronf);
m_jobldQue.pop();

/I clear job finished flag
m_bJobDoneVefobld] = false;
m_bJobBusyVefobld] = true;

/I send job to coproc
while (Im_pUnit>SendCall_htmair(jobld, (uint64_t)pJobinfg) {
ReleaselLocK); usleep(1l); ObtainLock);

}

/[ wait for job to finish
while (m_bJobDoneVefobld] == false) {
uint8_t recvJobld
if (m_pUnit>RecvReturn_htmair{recvJobld) {
m_bJobDoneVefrecvJobld = true;
}else {
ReleaseLocK); usleep(1); ObtainLock);
}
}

Il free jobld
m_bJobBusyVefobld] = false;
m_jobldQue.pusljobld);

ReleaseLocK);
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HT Diagram for Image | Host Interface |
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Dell-Convey Accelerated Image Resizing Solution

A Characterization of ResizeApp.

I Sweep acCross ImageResizer Throughput
relative to ImageMagick on E5-2620 (12 threads)
I Resize % : .
I ImageSize - MZ
i Sweet spotis in the | row
25-75% resize range i~ .
with increased - -
performance as the Py /,é;;’jéa@ffsi {
image gets larger T g
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Total Cest of Ownership

Dell-Convey Accelerated Image Resizing Solution

PERF

SITE

TCO

r720+ Wo |l v er 48x e/s. ®n@Socket, 4core 3.3 GHz

Power Requirements[1]

50 racks (1000 nodes)DellFConvey

850 racks (34000 nodes) x86

2,190 MWh/yr
59,568 MWh/yr

1 Year Electricity costs (@ 0.08 /kWh) [2]

Dell-Convey Accelerated Server
x86

1 Year Infrastructure costs[3]

Dell-Convey
X86

3-Year TCO[4]

DellConvey
X86

June 14, 2015

315
8,578

52
2,098

11,073
63,106

K$/yr
K$/yr

K$/yr
K$/yr

$K
$K

TCO
Multiplier

5.7
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3-Year Cost of Ownershif

$70,000

$60,000

$50,000

$20,000

$10,000

$0

m 3 yr UPS+Floorspace
Costs (K$)

m 3 yr Datacenter
power costs (K$)

m System cost (K$)

Dell-Convey Commodity

Solution

Server
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Key / Value Cache Solution

Who usesmemcached?

85% of top 20 web sites

.
g - 50% of top 5,000 sites
High N High
o et Up to 30% of data center space

.
-

S

. (Database Servers)
S E e,

Web Frontend Servers (Memcached Servers)
(Memcached Clients) : :
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Why lIs IRerformancellmportant? (¢ convey

| .
@ [T T —

ﬁ Kirby Collins - Update Status {&) Add Photos/Video [] Add Life Event
Edit Profile

How many accesses are required
to create this page?~100

What's on your mind?

(] News Feed
(5 Messages
—

(34 Events

[3] Photos

Modern web services must s
operate at RAM speeds to retrieve| « www

"; Pages Feed 204

'§ Like Pages 3

the amount of data needed with M owes
acceptable responsiveness

Lovikney High School 1

Austin-Allen Piano St 2

5 EE

Create Group...

ﬁj App Center

£ Games Feed 204+ ent - Share - €357 (23 B2
& Gifts

3 Music .

] tinks Upcoming Events

Get together!

ey b e
A4 Xl

15 N I.-‘.-"d“'l.lll:l'ﬁn'

3 3 upcoming birthdays
Sponsored ¥

New! 2013 Gold Kangaroo

Coin contains 1 oz

of 9999 fine Gold. Shop
now at v, APMEX.com

Zyxel NWAS160N 802.11 ...

$§263.13 Zyxel
NWAS160N 802.11
a/b/g/n Managed Access

Point NXCS200 Wireless
N / LAN Controfler

Join the Revolution!

Revolution Church in
McKinney invites you to
Bl love our city loud &

M change our community

are going b
Renting is Mayhem

Add Allstate Renters
' Insurance to your auto
-~ policy for around
$4/month. Get a quote

‘ today.

Who Needs a Painter?
Get more for your money
when you shop Walmart
| ‘n for paint & supphes,

0|40 crat 1)

S\
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Achieving Performance

Cnymemcachedbased on memcached1.4.15

Client connections are
assigned to threads

memcached_se( foo o : k e)y 0
memcached_ge{ foo:key) c

Host executes commands an
generates replies

June 14, 2015
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coprocessor

host threads
hardware threads
~
= parse ( )
é‘{, request | Parse
=2 Yy request
hash key(s) hash
g key(s)
_2 4 N > JF
(O] Iy
o execute _I'_
o command(s)
K g Coprocessor offloads
V 7 parsing of commands and
key hashing
hash

object store

table
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A Drop in replacement for original application
I Does not support vendor specific commands

A All key / value pairs are stored in host memory
I Memcachedservers require large amounts of memory
I Host memory is typically lower cost thaRClecard memory

A Supports TCP and UDP network protocols
A Support ASCII and binary commands

A Large amounts of host code was modified or replaced
I Restructured for FPGA acceleration

I Original code did not support binary mode aggregation of out
bound responses to same destination
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A Linux network stack is used without modification

I Standard network stack has limited packet receive / send
rate that limited application performance

I Added out bound packet aggregation prior to calling send
system call

I Experimented withSolarflareNIC cards. Cards reduced
latency and improved throughput but not enough for extra
cost for system

A Packets are read into host memory

I A pointer to the packet, the packets length and port number
IS passed to FPGA in a host memory FIFO
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