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Abstract

Time-reversal is a novel method to utilize the multipath components in a cluttered environment

for super-resolution focusing. The conventional thought about the adverse effects of multipaths

on communication systems has been changing based on recent findings showing how to use mul-

tipath components to create independent paths between transmitter and receiver. Time-reversal

schemes are one of these recent techniques which can convert the traditionally hostile multipaths

into performance-boosting elements in a two-way communication system as well as target detec-

tion, and localization systems in a cluttered channel. Time-reversal techniques utilize the scattering

of waves in the medium to improve the resolution of focusing in multipath rich channels. The suc-

cessful demonstrations of time-reversal experiments using low frequency waveforms in acoustics

and ultrasonics have generated interest in time-reversal methods using radio-frequency electro-

magnetic waves. The wide-range of possible applications have ignited extensive research on this

area. The work studied in this thesis is based on experimental investigation of time-reversal meth-

ods using electromagnetic waves. The ultimate aim is to demonstrate by experiments the gains

achieved by electromagnetic time-reversal techniques over conventional radar methods to focus

radar beams, to null the clutter environment and finally to detect targets in highly scattering en-

vironments. To that end, the main principles of time-reversal systems have been studied and the

clutter channel has been analyzed to assess the feasibility of time-reversal methods in a laboratory

environment. We have demonstrated physical time-reversal focusing in the frequency domain as

well as in the time-domain. Frequency domain instruments allowed us to do wideband (>1 GHz)

time-reversal experiments while in the time-domain the available bandwidth was limited to 40

MHz. In the frequency domain, with the help of wideband phase shifters and network analyzer,
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physical time-reversal focusing and nulling experiments have been done in a laboratory environ-

ment. The time-domain experiments have been conducted at 2.45 GHz in a cylindrical cavity envi-

ronment. The degree of focusing and nulling depends on the multipath components in the channel

as well as the bandwidth of the signal. The cavity provides a multipath-rich environment where

we can show focusing and nulling by using a relatively small bandwidth compared to free space.

By using 36 MHz of bandwidth, we have demonstrated single antenna time-reversal focusing and

nulling. The wireless channel is reciprocal. This allows us to also do back-propagation using a

computer instead of physically re-emitting the waves from the antennas. In a complex lab environ-

ment, we have demonstrated computational time-reversal focusing and nulling using 6 antennas

and a two dimensional grid that has 100 points on it. The results have shown that the time-reversal

system performance depends on three parameters. These are bandwidth, multipath components

in the medium, and the number of antennas on the time-reversal array. We have characterized a

scattering environment where we have dielectric rods and copper pipes as scattering objects. The

experiments have been conducted starting with a simple scenario (e.g. one single rod in the range

of the antenna array) and extended to increasingly complex propagation environments, with a pro-

gressively larger number of scatterers placed in the channel. The important parameters have been

extracted and using simulations we have extended the results to larger scattering environments

than permitted in the laboratory. We have worked on the detection performance of a time-reversal

system and compared it with conventional detection methods. The matched filter deteriorates as

we increase the complexity of the medium. On the contrary, time-reversal has better performance

as the scattering environment gets more complicated. We have described experimental results us-

ing a multiple antenna detection scheme that is based on clutter nulling. By using time-reversal,

the response from the cluttered medium is first nulled. When the target enters into the medium,

the electromagnetic energy focuses around the target so that a stronger echo is obtained. The ex-

perimental results show that using time-reversal techniques, we can improve the signal-to-noise

ratio of the return-echo due to the target compared to conventional change-detection radar.
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Chapter 1

Introduction

1.1 Background and motivation

Inhomogeneity is a characteristic property of every real medium. These inhomogeneities

may be regular and/or random. While wave propagation in a duct or waveguide is an

example of a regular inhomogeneity, random inhomogeneities may include scattering of

waves. The scattered waves are superimposed on the incident wave and can lead to am-

plitude and phase fluctuations in the received field. This effect can be observed in the

fluctuations of intensity of sound waves in the atmosphere and fading effects of radio sig-

nals in a wireless channel.

In the case of the wireless channel, the principles of electromagnetic wave propagation

through the medium can be described with three mechanisms: these are reflection, diffrac-

tion and scattering. Electromagnetic waves arriving from a certain direction at a surface

with large dimensions compared to the wavelength are (partially) reflected by this surface.

The intensity of the reflected wave depends on the radio wave frequency, the type of mate-

rial, the polarization of the wave and the angle of incidence. Diffraction can be explained

as an apparent bending of radio waves around obstacles. Scattering is the dispersion of

radio waves due to contact with objects with irregular structures or surfaces [1].

Because of all these effects, the electromagnetic wave that reaches the receiver may look
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very distorted. Multiple paths can be observed in the received signal. In the case of dig-

ital communication, these multipath effects can cause intersymbol interference and may

result in errors while making decisions as to whether the signal is a zero or one. Tradition-

ally multipath was thought to degrade the performance of a communication system, but

recent results using multiple input and multiple output (MIMO) antenna systems have

shown that multipath provides an extra degree of freedom which can be utilized to im-

prove the capacity of a two-way communication system [2], [3], [4], [5], [6], [7], [96]. In a

rich-multipath environment, the receiver can separate the multiple propagating paths. In

other words, the channel can be decomposed into a set of subchannels that relay indepen-

dent information from transmitter to receiver.

The performance of a radar system also suffers from a multipath environment. As the

medium becomes more cluttered, the detection performance of conventional radar systems

seriously degrades. The angular resolution of a conventional radar antenna is limited by

the antenna mainlobe beamwidth. To reduce the antenna mainlobe beamwidth by conven-

tional approaches requires either using a larger antenna or operating at a higher frequency

[8]. Both approaches may be undesirable for radar systems. Alternatively, we can use

space-time processing to enhance the angular resolution of the antenna and achieve better

imaging.

A novel method to utilize the multipath components for super-resolution focusing is

the time-reversal technique. Time-reversal focusing can be used to improve the detection

performance of a radar system in a highly cluttered environment as well as to enhance the

signal-to-noise ratio of a two way communication scheme. As the name suggests, the basic

idea of the time-reversal method is like playing a movie backwards.

In the time-reversal process, the channel is first illuminated with a uniform pulse. The

returned echo is recorded by an array of probes, time-reversed and then re-transmitted into

the medium [9]. Time-reversed signals propagate backwards through the time-independent

medium and go through similar multiple scattering, reflections and refraction that they

underwent in the forward direction, resulting in energy being focused around the initial
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source.

In this thesis, we experimentally investigate time-reversal techniques using electro-

magnetic waves. The main purpose of this thesis is to demonstrate the gains achieved

by electromagnetic time-reversal techniques over conventional radar methods to focus

radar beams, and detect the targets in highly cluttered environments. The first step to

a time-reversal based detection scheme is to characterize the clutter channel. We exam-

ine the time-reversal focusing and nulling performance, the spot size, the effect of band-

width, number of antennas, antenna array size, and the degree of scattering needed in

the field. The experiments have been conducted in a controlled scattering medium, in a

complex laboratory environment, and in a multipath rich cavity channel. Physical and

computational time-reversal systems have been implemented to assess the feasibility of

time-reversal methods in different channels and to evaluate the trade-offs involved. Time-

reversal systems have been demonstrated in the frequency domain and time-domain. The

experimental considerations are described. We compare the conventional matched filter

approach to the time-reversal approach. Based on the analytical framework and simula-

tion results, we have built experimental systems in the lab to carry out experiments using

conventional radar techniques (using the matched filter and change detection schemes)

and the time-reversal approach. We started with a simple case using a single rod and

gradually increased the complexity of the scattering environment. In the case of a single

target in the field, conventional radars using a matched filter work very well. As the num-

ber of scatterers increases, the performance of matched filter detection deteriorates. There

are other methods to improve the detection probability when there are many scattering

objects in the medium. One of those techniques is known as matched field processing.

The matched field processing requires knowledge of the channel Green’s function G(t) for

every target position in the field. These data should be provided either by simulation or ex-

periments in the field. Due to the complexity involved in the process, this is not workable

in most practical applications. In time-reversal, we can detect the target without the need

of the exact channel response. By time-reversal, the radar filter is automatically matched to
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the channel and the scatterers inside the channel. With appropriate algorithms, the RF en-

ergy can be focused around the target object in a highly scattered channel thus improving

the target detection performance.

1.2 An overview of time-reversal techniques studied in the liter-

ature

In a homogenous medium, the focusing resolution is diffraction limited (Rayleigh resolu-

tion) because of the finite aperture length of the antenna array ([10]). In randomly hetero-

geneous media, the focusing resolution is much tighter, since the presence of scattering

centers in the medium improves the effective aperture of the antenna array ([9], [11], [12]).

By using time-reversal techniques in a rich multipath environment, we can achieve a

resolution which is better than the Rayleigh resolution. Anything better than the Rayleigh

resolution is called super-resolution. Super-resolution in the time-reversal process is achieved

by doing inverse-scattering. The back-propagation of the signal through the inhomoge-

neous medium increases the effective aperture of the antenna array and results in sharp

focusing around the source. Wave propagation in a random medium has been studied

extensively in physics [13], [14], especially in optics. These studies have included wave

diffusion and optical localization in random composites. In the frequency domain, time-

reversal is equivalent to phase conjugation which has been studied extensively in optics

since 1970’s. The phase-conjugation applies to monochromatic waves and this technique

is used to cancel the distortions of the medium [15]. Later, Fink and co-workers designed

a successful time-domain experiment in which they showed time-reversal focusing using

a relatively broadband (1 and 3 MHz) ultrasonic signal. They also showed that if there

are several reflectors in the medium, the time-reversal technique can be iterated so that

the back-propagation signal focuses on the most reflective one [16]. Physical time reversal

has been explored by using ultrasonic waves ([17], [18], [19], [20], [21], [22]), and acoustics

([23], [24], [25], [26], [27], [28], [29], [30]). The underlying principles of time-reversal have
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been researched through numerical simulations ([31], [32], [33], [34], [35]) and theoretical

analysis ([36], [37], [38], [39]). Time-reversal has many applications in various fields like

medicine (e.g. in the destruction of kidney stones, ultrasonic focusing in human tissues),

geophysics (e.g. finding the center of an earthquake), non-destructive testing, underwa-

ter acoustics, wireless communications, radar systems (like retrodirective antenna arrays).

It is also possible to image the medium through computational time-reversal ([35], [40],

[41], [42], [43], [44], [45], [46]). Time-reversal methods have been used to perform selec-

tive focusing on passive targets. The system relies on decomposition of the time-reversal

operator and is called DORT (The Time-Reversal Operator Decomposition) method ([53],

[54], [55], [56],[48], [49], [50], [51], [52]). The locations of targets can be identified from

the time-reversal method through the singular vectors associated with non-zero singular

values using the background Green’s function. The target scattering strengths can be deter-

mined by the set of singular values using the DORT method. The DORT method requires

that the number of targets should be less than or equal to the number of antenna elements

in a time-reversal array and the targets should be well resolved. Another method that is

used to image a medium to locate targets is called time-reversal MUSIC (MUltiple SIgnal

Classification) and developed by Devaney ([57], [58], [59]). Time-reversal MUSIC does not

require that the targets should be well-resolved, but similar to DORT it requires that the

number of transceiver antennas (N) should be greater than the number of targets (M) in the

field to be scanned (M < N ). Devaney has shown that the time-reversal multiple signal

classification algorithm obtained using the background Green’s function gives accurate es-

timates of the positions of the targets even in the presence of multiple scattering between

the scattering objects and the target in the medium. The target scattering strengths are also

computed using a non-linear iterative algorithm [60]. The DORT algorithm utilizes the

non-zero singular vectors and values of the multistatic matrix, while MUSIC makes use of

the zero-singular vectors and values [58].

Currently, there is a growing research effort to apply time-reversal techniques using

electromagnetic waves. As the RF instruments become more available, the time-reversal
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methods find applications in two way communication systems, as well as radar detection

and imaging applications. As one of the earliest implementations of time-reversal methods

at RF frequencies, in [61], [62], Henty and Stancil showed time-reversal focusing using the

phase-conjugation technique in the frequency domain. Their experiments have shown

that by using a single-frequency phase-conjugation approach, energy could be focused

around two targets which were separated by one-half wavelength. In [63], Fink and his

research team presented a time-reversal focusing experiment at microwave frequencies.

They showed experimentally that by using electromagnetic waves, they can focus a 1 MHz

wide pulse in a cavity environment.

A time-reversal based target detection scheme has been proposed by Zhu and Jiang

using electromagnetic waves [65]. The 2-D FDTD-based simulation results have shown

that the clutter channel can be cancelled first through time-reversal nulling methods using

multiple antennas. When the target enters into the medium, the time-reversal energy fo-

cuses around the target resulting in higher power return from the target [65]. The method

is called time-reversal adaptive interference cancellation (TRAIC) and is studied through

analysis [66], [67] and experimentation [68]. Time-reversal schemes have been imple-

mented and compared with change detection schemes. Using single antenna time-reversal

methods, in [69] Moura and Jin have presented various detection algorithms. In [71], Gin-

gras and his collaborators have provided a theoretical analysis of time-reversal techniques

using electromagnetic waves. Using 2-D FDTD simulations, Yavuz and Teixeira showed

electromagnetic time-reversal focusing in random media, and also looked into the impact

of polarization on time-reversal focusing [72]. In [73], the background Green’s function

has been estimated and the imaging of an experimental medium has been obtained using

electromagnetic time-reversal techniques. In [74], by using simulations, Sarabandi, et. al.

showed time-reversal focusing in a forest environment.

Time-reversal methods can also be used in two-way communications systems (e.g. cel-

lular or wireless LAN systems). The idea is to use a time-reversal filter for each user and

convolve the incoming data streams with the appropriate filter so that the signals focus
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around the user′s physical location. By using time-reversal filter during the data transmis-

sion from the base station, the channel dispersion can be removed and an ISI-free commu-

nication link can be obtained which can potentially enhance the capacity of the channel. It

can also be used in space division multiple access algorithms to spatially differentiate the

users [62], [75], [76], [77].

1.3 Outline of thesis

In this thesis, we explore the time-reversal methods using electromagnetic waves. The

main emphasis is on target detection in highly cluttered media. Firstly, the cluttered chan-

nel is analyzed, the main parameters are extracted, and the feasibility of time-reversal

methods and possible advantages are discussed. In Chapter 2, the clutter channel is ex-

amined through theory, simulations and experiments. We have performed physical time-

reversal experiments in time-domain as well as in the frequency domain. In the time-

domain the bandwidth of the pulse is limited to 40 MHz due to equipment limitations.

In the frequency domain, we have used stepped frequency measurements using a vector

network analyzed and wide-band I-Q modulators. The details of the frequency domain

experiments are discussed in Chapter 3. Additionally, multiple antenna time-reversal ex-

periments in a laboratory environment are described and the results discussed. In Chap-

ter 4, time-domain experiments are described. Single antenna time-reversal focusing and

nulling experiments have been conducted in a multipath rich cavity environment. In

Chapter 5, we describe time-reversal based detection schemes and compare them with

conventional change detection and matched filter schemes. Single antenna as well as mul-

tiple antenna detection systems are explained. Chapter 6 concludes the thesis along with

a contribution summary and suggestions for future work.
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Chapter 2

Channel Characterization of Clutter

2.1 Introduction

Time-reversal methods have been proposed for many different applications ranging from

ultrasonic focusing on human tissues to detection and localization of targets in highly

cluttered mediums using electromagnetic waves. The use of time-reversal methods for

enhancing the detection performance of a radar system has spurred significant interest

in space-time-frequency processing. A key consideration in time-reversal based detector

design is modelling the complex propagation environment. The radar operating channel

can be modelled by using various techniques like ray tracing [78] and direct solution of

Maxwell’s equations for the electromagnetic field in the given region [79]. Another ap-

proach is to statistically analyze the propagation environment. Statistical ensembles of

field strengths can be calculated for different regions and we can estimate the parameters

of the statistical distributions [80]. The main objective of this chapter is to understand the

propagation medium and analyze the main parameters that can affect the time-reversal

performance. The time-reversal system is analyzed through theory, simulations and ex-

periments. The channel characteristics should be studied so that the system designer

knows the trade-offs before implementing a time-reversal system. The density of scat-

tering objects in the field has a big impact on time-reversal performance. That should be
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analyzed and the main parameters should be investigated. The bandwidth and operat-

ing frequency of the waveform directly affect the time-reversal performance as well as the

radio design. The time-reversal performance improves with many antennas on the array.

The number of antennas that should be used and, the antenna spacing on a given array

length are important questions that should be understood. In this chapter, we will address

some of the important questions regarding the channel propagation characteristics before

starting to design time-reversal based systems. We will start with a brief overview of the

time-reversal method. Then the simulations will be explained and the results will be an-

alyzed. After that, experiments will be described and the discussions will be presented.

In a time-reversal process, the channel is first illuminated with a uniform pulse (Fig. 2.1a),

the returned echo is recorded by an array of probes (Fig. 2.1b), time-reversed and then

re-transmitted into the medium (Fig. 2.1c). Time-reversed signals propagate backwards

through the time-independent medium and go through similar multiple scattering, re-

flections and refraction that they underwent in the forward direction, resulting in energy

being focused around the initial source (Fig. 2.1d). The focusing happens both in space

and in time. We can regard the time-reversal process as a space and time correlator. The

more multipath components the channel provides, the more constructive interference hap-

pens at the original source position and one can get better space and time resolution. If a

source located at r0 emits a pulse s(t), the ith antenna on the time-reversal array will record

s(t) ∗ hr0ri(t), where hr0ri(t) is the impulse response between antennas at r0 and ri. Due to

reciprocity, the reverse channel response is identical (hr0ri(t) = hrir0(t)). The time-reversed

signal at the initial source point r0 is

z(t) = k · s(T − t) ∗ hr0ri(T − t) ∗ hrir0(t), (2.1)

where k is a constant to normalize the transmit power, and T is a time-delay to make the

system causal. The last two terms represent a correlation filter. The correlation function

has a maximum at t = T . This maximum value is
∫

(hr0ri(t))
2dt that corresponds to the
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energy of hr0ri(t). The time-reversal system performance improves when used with multi-

ple antennas. The time-reversal waveforms return to the source at the same time, meaning

they will have constructive interference and improve the time-reversal peak signal. With

N antennas, time-reversal waveform becomes

z(r0, t) =
N∑

i=1

kis(T − t) ∗ hr0ri(T − t) ∗ hrir0(t) (2.2)

Time-reversal is a space-correlator as well as a time correlator. In the above analysis, the

time-reversal waveform is matched exactly at the original source point r0. If the probe

antenna moves away from the source, then the inverse impulse response will change.

z(r, t) =
N∑

i=1

kis(T − t) ∗ hr0ri(T − t) ∗ hrir(t) (2.3)

Similar to time-correlation analysis, as the probe antenna moves away from r0, the un-

correlated terms tend to cancel each other. If the channel is rich in multipath components,

the correlation peak will be sharper and we could obtain a sharp focusing spot both in

time and in space. In time reversal, due to the time-reversibility of the E& M wave

equations, the back-propagated field focuses near the active targets. The antenna array

acts as a mirror that refocuses the time-reversed signals back onto the source. The time-

reversal method is not limited to focusing on an active source. The back-propagated waves

also focus around the passive scattering objects in the complex media. By using an iterative

time-reversal method, it is even possible to focus the RF energy on the most reflective

object in the medium [16]. In a homogenous medium (see Fig 2.2), the focusing resolution

is diffraction limited because of the finite aperture a of the antenna array. The cross-range

resolution is given by λL/a [10]. The resolution in the perpendicular direction, the range

resolution, is λ(L/a)2 [10]. In randomly inhomogeneous media (see Fig 2.3), the focusing

resolution is much tighter [9]. This phenomenon is called super-resolution, and is the

result of scattering by the random inhomogeneities. In effect, the array behaves as if it has
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Figure 2.1: The steps involved in a time-reversal process: 1) A uniform pulse is transmitted from
a source 2) The signal propagates through the channel and echoes are recorded by each one of the
antennas 3) The recorded signals are time-reversed and transmitted back into the medium 4) The
probing pulse is restored at the source antenna.
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Figure 2.2: Time-reversal in a homogenous environment. (a) A point source at s emits a signal that
propagates through a distance of L and received by an array with an aperture size of a. (b) The
time-reversed signal is sent back from each one of the sensors in the array. The waves propagate
back through the same medium. The spatial focusing is diffraction-limited both in range and cross-
range.

an effective aperture larger than its physical size.

2.2 Electromagnetic wave propagation simulations in a medium

with clutter

By using a simple electromagnetic channel simulator, we will analyze important time-

reversal system parameters and in the following sections we will provide experimental

demonstrations. The simulations that we have done are based on the Green’s function

method. We assume that we have point targets. The scalar Green’s function between two

points is given by

g(r, f) =
e−j2πfr/c

4πr
(2.4)
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Figure 2.3: Time reversal in a random medium with significant multipath. The array appears to
have an effective aperture ae > a and the focusing of the back-propagated field is tighter.

where f is the frequency of operation and r is the distance between two points. Fig 2.4

shows the simulation setup, where there are NA transmit antennas, NB receive antennas,

and M scatterers. In the simulation, we take into account first and secondary reflections.

Higher order reflections are neglected. The transfer function between ith element of an-

tenna array A and jth element of antenna array B is given as

Hij =
M∑
l=1

(−σ1/2e−jβ(rli+rjl)

rli · rjl
+

M∑
s=1,s 6=l

σe−jβ(rli+rsl+rjs)

rli · rsl · rjs
) (2.5)

where σ is the radar cross-section of the objects, and β = 2π/λ is the wave-number. The

advantage of this 3-D simulation method is that the simulation time is independent of the

area of the scattering environment. It only depends on the number of scattering objects

in the channel. This makes it fast compared to other 2-D or 3-D simulation tools. As

previously mentioned, the resolution of a time-reversal system in a homogeneous medium

is limited by the Rayleigh resolution. The antenna aperture defines the resolution. Fig 2.5

shows the performance of the time-reversal method in a homogeneous medium using 4

antennas and 8 antennas. The simulations are done using the above model. The value of
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Figure 2.4: The simulation setup.

radar cross section σ is chosen to be 0.1. The bandwidth of the probing pulse is 2 GHz

between 4 GHz and 6 GHz. The antenna separation is 4λ = 24cm in both cases. The

distance between the antenna array and source is 10 m. The cross-range resolution is 60 cm

using 4 antennas and 26 cm using 8 antennas. Grating lobes exist around the central lobe.

The separation between the grating lobes and the central lobe is related to the antenna

separation in the array. Since we have the same antenna separation in both cases (δx =

24cm), the first grating lobe is at λL/δx = 2.5m from the main beam.

The time-reversal system performance in an inhomogeneous medium results in super-

resolution. The scattering objects in the medium increase the effective aperture of the an-

tenna array resulting in a tight range and cross-range resolution. Fig 2.6 shows the time-

reversal focusing in the presence of 20 scattering objects. The range resolution is 15 cm

and the cross-range resolution is just 4 cm. That shows an improvement of cross-range

focusing compared to the homogeneous medium by a factor of 15. Fig 2.7 shows the

time-reversal waveform and forward-channel waveform in a homogeneous and inhomo-

geneous medium that are described in Fig 2.5a and Fig 2.6a. In the homogeneous channel
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Figure 2.6: The performance of time-reversal method in an inhomogeneous medium using 4 anten-
nas with an antenna separation of 24 cm. a) The simulated geometry b) The focusing around the
source antenna

(Fig 2.5a), the forward-channel waveform is obtained by transmitting co-phased signals

from each one of the antennas on the array simultaneously and recording the signal re-

ceived by the target antenna on the right (
∑4

i=1 hi(t)). The resulting waveform is shown in

Fig 2.7a. The time-reversal signal, which is obtained by sending time-reversed waveforms

from each element of the antenna array and recording the signal at the target antenna loca-

tion, looks like the forward waveform since the transmitting antennas are the only source

of signal that reaches to the receiver. In the inhomogeneous medium (Fig 2.6a), the scat-

tering objects in the medium make the forward channel waveform dispersive (Fig 2.7b).

The time-reversal waveform causes compression of the impulse response and produces a

peak signal at time t = T . Thus time-reversal caused focusing both in time (Fig 2.7b) and

space (Fig 2.6b) in an inhomogeneous medium. As for the homogeneous medium, there is

no advantage of a time-reversal based system over conventional beam steering.
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Figure 2.7: Time-reversal waveform and forward-channel waveform in a) homogeneous medium
and b) inhomogeneous medium

2.2.1 RMS delay spread

The scattering objects in the medium result in multiple signal paths between two antennas

in a wireless system. Based on the antenna locations, there can be a direct path as well.

Multipath channels are well-known in wireless communications and are typically char-

acterized by the root mean squared (RMS) delay spread τRMS and Mean Excess Delay τ ,

defined as follows [81]

τ̄ =

∫ +∞
−∞ (t− t0)P (t)dt∫ +∞

−∞ P (t)dt
(2.6)

τRMS =

√√√√∫ +∞
−∞ (t− t0)2P (t)dt∫ +∞

−∞ P (t)dt
− (

∫ +∞
−∞ (t− t0)P (t)dt∫ +∞

−∞ P (t)dt
)2 (2.7)

17



2.2. Electromagnetic wave propagation simulations in a medium with clutter

0 20 40 60 80 100
−90

−80

−70

−60

−50

−40

−30

Time (ns)

Po
we

r (
dB

)

−20 dB threshold level 

t
0

Figure 2.8: Power Delay Profile of the channel between the first element in the time-reversal array
and the source antenna in Fig 2.6a.

where P(t) is the power delay profile, and and t0 is the first arrival time above a certain

threshold. The power delay profile is a plot of relative received power as a function of

time delay. In our analysis, the power delay profile is defined as the square of the im-

pulse response |h(t)|2 between transmitter and receiver. The mean excess delay and RMS

delay spread are the first and second central moments of the power delay profile. RMS

delay spread is a good measure of the length of the echoes in the channel. To calculate

the RMS delay spread and mean excess delay, power threshold levels are defined and the

points above the threshold are used to calculate these parameters. In our simulations, the

threshold level is set to -20 dB. The power delay profile of the channel between the first

antenna on the 4-element array and the source antenna in the inhomogeneous medium of

Fig 2.6a is shown in Fig 2.8 along with the -20 dB threshold level. The RMS delay spread

is calculated to be 3.2 ns.
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2.2. Electromagnetic wave propagation simulations in a medium with clutter

2.2.2 Coherence Bandwidth

Dispersion in the time domain is equivalent to frequency selective behavior in the fre-

quency domain. The more the time-domain signal has echoes, the more nulls and peaks we

observe in the frequency spectrum. The frequency selectivity is measured by a parameter

called coherence (correlation) bandwidth. The correlation bandwidth is the statistical aver-

age bandwidth over which signal propagation characteristics are significantly correlated.

The correlation bandwidth can be obtained by calculating the normalized auto-correlation

R(f) of the measured complex frequency function H(f). The correlation bandwidth is

defined as [81]

R(f) =

∫∞
−∞ H(f + f ′)H∗(f ′)df ′∫∞

−∞ |H(f ′)|2df ′
(2.8)

where H(f) is the complex transfer function of the channel. R(f) is a measure of the range

of frequencies over which the amplitudes in the channel response are correlated. There is

a relationship between the coherence bandwidth and RMS delay spread. If the coherence

bandwidth is defined as the range of frequencies over which the normalized correlation

function R(f) is above 0.5, then the relation between the coherence bandwidth (CB) and

RMS delay spread for a Rayleigh fading channel is as follows [81]

CB0.5 =
1

5τRMS
(2.9)

The frequency response and the corresponding correlation function of the channel be-

tween the first element of the antenna array and the source antenna in the inhomogeneous

medium of Fig 2.6a is shown in Fig 2.9. The 0.5 coherence bandwidth of the channel is ap-

proximately 69.6 MHz. Using Equation 2.9, the estimated RMS delay spread is 2.87 ns. As

a comparison, the RMS delay spread that we calculated through the power delay profile

was 3.2 ns. The simulation results are compared with experimental results for correlation

bandwidth calculations in Section 2.3 (Fig. 2.29). The close match between experimental
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Figure 2.9: a) The channel frequency response b) Autocorrelation response of the channel between
the first element in the time-reversal array and the source antenna in Fig 2.6a.

results and simulations show that the simple 2-reflections based simulator can be used

to estimate the channel parameters with reasonable accuracy. The correlation bandwidth

should be analyzed in environments with various densities of scatterers. For that purpose,

Fig 2.10 has been prepared using the simulation tool. In each set-up, a 10 element transmit

array and 10 element receive array are used to probe channels with different numbers and

densities of scattering objects. The separation between the antennas is 12 cm. The channel

response is simulated between each pair of elements in the transmit and receive arrays

with different numbers of scattering objects in the medium. The frequency band simu-

lated is 4-6 GHz using 401 points. We start with one single scattering object and increase

the number up to 60. The scattering objects are uniformly distributed over four areas and

the simulations are repeated for each one of the cases as described in Fig 2.10a-d. The

scattering objects are distributed over an area of 0.24 m x 0.24 m, 0.48 m x 0.48 m, 1.2 x

1.2 m and 12 m x 12 m. In a 10 x 10 antenna array, there are 100 possible paths between

the elements of the arrays. Each path is taken as a separate channel and the correlation
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Figure 2.10: Simulation set-ups. 60 scattering objects are used and distributed uniformly across
areas of A) 0.24 x 0.24 m B) 0.48 x 0.48 m C) 1.2 x 1.2 m D) 12 x 12 m

bandwidth is calculated for each channel and then averaged.

Fig 2.11 shows the correlation bandwidth for all four cases with different numbers of

scattering objects in the medium. The results show that the area covered by the scattering

objects is important. Based on the area of the scattering objects, the correlation bandwidth

saturates at a certain value. In the case of single object in the medium, the correlation

bandwidth is close to 1 GHz and with increasing number of objects the correlation band-

width becomes smaller. If the area is small (0.24 m x 0.24 m), the correlation bandwidth

fluctuates around 500 MHz. If the area is increased by four times, the correlation band-

width is about 300 MHz, and it is fairly constant even though the number of scattering

objects is increased. The correlation bandwidth becomes 100 MHz with an area of 1.2 x 1.2
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Figure 2.11: Coherence bandwidths as a function of number of scattering objects.

m, and if the area is 12 x 12 m, the correlation bandwidth saturates around 12 MHz. In

the simulations, we have used a 2 GHz wide spectrum that has a time-resolution of 0.5 ns

corresponding to a spatial resolution of 3·108∗0.5·10−9 = 15cm. That shows that the anten-

nas can not resolve any two objects which are closer than 15 cm. In the case of the smallest

area 0.24 m x 0.24 m, even though we packed up the region with 60 scattering objects, their

return waveforms all overlap with each other and do not produce any more dispersion in

time. That is why the correlation bandwidth is quite high compared to other cases. As

the area gets bigger, the separation between the scattering objects becomes larger and each

one of the objects in the channel produces unique signature in the time-domain pulse and

the aggregate time dispersion increases. That results in lower correlation bandwidth.

2.2.3 Singular values

Singular value decomposition is a very powerful technique to investigate the properties

of any matrix. In a scattering environment, the channel is probed with multiple antennas.

The singular values of the channel matrix can reveal important information such as the
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2.2. Electromagnetic wave propagation simulations in a medium with clutter

number of objects in the medium as well as the reflection coefficient of each scattering

object. The complex channel matrix, K, is formed from the channel responses between

N transmit antennas and N receive antennas at a certain frequency. The singular value

decomposition of K can be written as

K = U
∑

V † (2.10)

where U and V are unitary matrices and
∑

is a diagonal matrix of the singular values of

K sorted in descending order, and V † is the transpose conjugate of V [82]. By doing SVD

analysis, the channel matrix K is decomposed into a set of independent orthogonal modes

of transmission, which are referred to as singular vectors, and each one of the singular

vectors has weight defined by the singular values. Fig 2.12 shows the singular values of

the simulation setup described in Fig 2.10d. K is a 10 x 10 matrix, and the frequency of

operation is at 5 GHz. The number of scattering objects is increased in the medium from

1 to 10 and we plot the significant singular values. As the plot shows, the number of

significant singular values is exactly the same as the number of scattering objects in the

medium. This shows that the singular values can be used to recognize the number of

scattering objects in the medium [48]. The drawback of this method is that the rank of the

channel matrix should be greater than the number of scattering objects in the medium to

identify each one of the scattering objects. The singular vectors can also be used to do back

propagation into the medium for imaging applications [83] as well as selective focusing on

the scattering objects in the medium [21].

2.2.4 The effect of bandwidth and number of

antennas on Time-Reversal focusing

The peak to side-lobe ratio (PSR) of the time-reversal focusing signal depends on the

amount of clutter in the channel, the bandwidth of the waveform and the number of an-

tennas in the array. PSR is the ratio of maximum focusing signal to the maximum side-
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Figure 2.12: The singular values of 10 x 10 antenna array simulation using the setup of Fig 2.10d
with increasing numbers of scattering objects in the medium.

lobe level in the time-domain. The PSR improves proportional to
√

N ∗ ∆B
δB where N is

the number of antennas, ∆B is the bandwidth of the waveform, and δB is the coherence

bandwidth of the medium [84]. For the analysis of the time-reversal focusing effect in a

multipath channel, we assumed a random Rayleigh channel model for which the normal-

ized frequency domain channel response H is given by

H =
X + jY√
2 ·N ·D

(2.11)

where X and Y are normally distributed random variables with zero mean and unity vari-

ance, and D is the ratio of total bandwidth to the coherence bandwidth. The channel re-

sponse is normalized with respect to the number of antennas and the bandwidth. In the

case of a single antenna and single frequency point, the power of the complex channel

response is 1. Fig. 2.13 shows the time-domain focusing signal through the time-reversal

process with different bandwidths and numbers of antennas. As we increase either the
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bandwidth or the number of antennas, the focusing signal becomes sharper and the PSR

improves. Fig. 2.14 shows the PSR gain of the time-reversal focusing signal as a function

of the number of antennas and the bandwidth as multiples of coherence bandwidth. From

the plot, it is clear that if we have 100 antennas and 1000 independent frequency points,

the PSR approaches 180 (=45 dB).

2.2.5 Time-Reversal focusing in the presence of noise

Noise affects time-reversal focusing quality. As we increase the noise level, the focusing

signal gets smaller compared to side-lobes. The time-reversal process involves a back-

propagation part. Due to small scale variations, the channel in the forward (hr0ri) and
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and number of frequency points.
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2.2. Electromagnetic wave propagation simulations in a medium with clutter

backward direction (hrir0′ ) may not be identical. Below we will analyze the performance

of a time-reversal focusing system in a noisy environment. In the simulations, we again

used a Rayleigh channel model as described in the previous section. As we increase either

the channel variation or the additive noise due to receive circuitry, we observe that the

peak-to-sidelobe ratio diminishes. Fig. 2.15 shows the signal flow graph in a time-reversal

system assuming channel variation and additive receive circuitry noise. In the forward

direction, the time-reversal signal due to an input signal s(t) and channel impulse response

h(t) with a variation of δh1(t) is given as

y1(t) = s(t) ∗ (h(t) + δh1(t)) + n1(t) (2.12)

Here we assume that the channel impulse response contains both a stationary component

h(t), and a time-varying component δh(t). So in the forward direction, the channel vari-

ation is characterized as δh1, while in the reverse direction, the channel variation is δh2.

The statistics of δh1 and δh2 are assumed to be Rayleigh distributed. The additive receiver

noise terms are n1 in the forward direction and n2 in the reverse direction. Fig. 2.15 shows

the inverse propagation with the time-reversed signal obtained from the previous part.

The re-transmitted signal is

x(t) = k · [s(T − t) ∗ (h(T − t) + δh1(T − t)) + n1(T − t)] (2.13)

where k is a constant for normalization of re-transmit power. The received signal at the

original source point now is

y2(t) = k · [s(T − t) ∗ (h(T − t) + δh1(T − t)) + n1(T − t)] ∗ (h(t) + δh2(t)) + n2(t) (2.14)
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which can also be re-written as

y2(t) = [k · s(T − t) ∗ h(T − t) ∗ h(t)] (2.15)

+[k · s(T − t) ∗ h(T − t) ∗ δh2(t) + k · s(T − t) ∗ δh1(T − t) ∗ h(t) (2.16)

+k · s(T − t) ∗ δh1(T − t) ∗ δh2(t) + k · n1(T − t) ∗ h(t) (2.17)

+k · n1(T − t) ∗ δh2(t) + n2(t)] (2.18)

The first term in the square brackets we call the signal term (the coherent focusing with no

noise or channel variation) and the rest of the terms in the other square brackets we call the

interference terms (this is the part of y2(t) that results from noise and channel variations).

The signal − to− interference (SIR) ratio is defined simply as

SIR =
SignalPower

InterferencePower
(2.19)

The time-reversal waveform causes the dispersive components of the forward wave to

focus at the same time-instant. So depending on the channel, the time-reversal peak is

either equal to or greater than the peak of the forward signal {max(y2(t)) ≥ max(y1(t))}.

We define the ratio of time-reversal peak to the forward signal peak as the peaks-ratio (PR)

PR =
y2(T )

max(y1(t))
(2.20)

Here we assume that the time-reversal signal has a peak value at time t = T . Similarly

another metric to compare the time-reversal focusing to forward signal is through energy

calculation across the entire frequency band. In both time-reversal and forward propa-

gation, the same amount of power is being initially transmitted. This is done through

introducing k before retransmission of the time-reversal signal. The time-reversal signal

changes the waveform such that the maximum energy focuses around the original source.

We define the energy ratio (ER) as the power in the received time-reversal waveform to the
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Table 2.1: The performance of time-reversal focusing in various noisy environments. The focusing
waveforms are shown in Fig. 2.16.

Cases a b c d e f
|h|2 1 1 1 1 1 1

|n1|2 = |n2|2 0 0 0.25 0.25 1 4
|δh1|2 = |δh2|2 0 0.01 0.25 1 1 1

SIR - 18 dB 1.7 dB -2.7 dB -6.3 dB -13 dB
PSR 10.7 9 4.6 4.5 2.1 0.5
PR 7.4 6 5 3.7 1.9 1.1
ER 1.9 1.8 1.7 1.1 0.9 0.98

power in the received forward propagation waveform.

ER =
∫
|y2(t)|2dt∫
|y1(t)|2dt

(2.21)

Fig. 2.16 shows the time-domain time-reversal focusing signal in various levels of noise

conditions starting with no noise and incrementally increasing both receiver noise (n1, n2)

and noise due to channel variation (δh1, δh2). Complex Gaussian noise is assumed. In the

simulations, we have used a single antenna and 200 independent frequency points. The

mean power in the noise sources is shown in Table. 2.1. The SIR values are calculated using

Equation 2.18 and 2.19. Fig. 2.16 shows that as the noise is increased, the PSR decreases,

and the time-reversal and forward propagation signals start having similar energy levels

and peak values. When the SIR becomes -13 dB as shown in Fig. 2.16f, the time-reversal

focusing signal is almost buried into noise. The results are summarized in Table. 2.1.

2.3 Experimental Characterization of Clutter

2.3.1 Data Processing Steps

The experiments were performed using the setup as shown in Fig. 2.17 and 2.18. We

have used two horn antennas on both the transmit and receive sides. Each antenna was

mounted on a motorized rotary and linear stage controlled via a computer. An Agilent
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2.3. Experimental Characterization of Clutter

Figure 2.15: The signal flow graph in a noisy time-reversal system. There are two kinds of noise
sources. The first one is due to channel variation in forward and reverse directions, and the second
one is due to receiver circuitry, additive complex Gaussian noise.
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SIR=-6.3 dB f) SIR=-13 dB
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E8358A Vector Network Analyzer (VNA) was used for channel measurements. The fre-

quency of measurement was from 4 GHz to 6 GHz with a resolution of 10 MHz. The an-

tennas were moved in 10.16 cm steps on both rails. 10 points have been used both on the

transmit antenna rail and the receive antenna rail. Each data set therefore can be thought

of as having been obtained using a virtual array between transmit and receive arrays of 10

elements. We assume that the channel is stationary over the measuring time. (A detailed

description of the experimental setup is explained in Appendix A.) We prepared a wood

platform (1.22 m by 1.22 m) with holes in it to hold the scatterers. The minimum distance

between antenna rail and the wood platform was 2.2 meters, well above the cross-over

distance between near and far fields of the horn antennas that is

R =
2D2

λ
(2.22)

where λ is the wavelength and D is the largest dimension of the transmit antenna. With

D = 13.5 cm and λ = 6cm, the far-field cross-over distance for the horn antennas used in

the experiment is 0.6 m.

2.3.2 Radar Cross Section and Radar Return Power

The power received, Pr in a radar system is affected by many parameters like transmitting

power, antenna gain, propagating medium, target cross-section, and receiving system as

well as the polarization conditions of transmit and receive antennas. The received power

is given as [87].

Pr =
PtGt

Lt

1
4πR2Lmt

σ
1

4πR2Lmr

Ar

Lr

1
Lp

(2.23)

where Pr is the received power, Pt is the transmitter power, Gt is the gain of the transmit

antenna, Lt is the transmitter system loss, R is the distance between transmitter and the

object, Lmt and Lmr are the additional medium losses, Ar is the effective area of the receiver

antenna, Lr is the receiver loss, and Lp is the polarization mismatch loss. In our analysis in
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Figure 2.17: The schematics of multistatic radar experimental setup.

Figure 2.18: The photos of multistatic radar experimental setup.
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this chapter, we ignore the system losses (Lt = Lmt = Lmr = Lr = Lp = 1). (See Appendix

A).

The gain of the antennas could be easily calculated by a simple measurement, where

we point two antennas towards each other, and measure carefully the distance between

the phase centers of transmit and receive antennas. By using Equation 2.23, we can exper-

imentally determine the gain of the antennas. The effective area of the receive antenna Ar

can be written in terms of antenna gain and wavelength as [81]

Ar =
λ2Gr

4π
(2.24)

We have used the same antennas for transmitter and receiver, so Gr = Gt = G. By inserting

Equation 2.24 into Equation 2.23, the gain of the antennas can be calculated as follows

G =

√
(4πR)2Pr

Ptλ2
(2.25)

The ratio of Pr/Pt is the channel magnitude response measured by the network analyzer.

The gain of the antennas across the 4-6 GHz frequency band is shown in Fig. 2.19a. The

gain is about 14 dB at 4 GHz and it increases to 17.5 dB at 6 GHz. Fig. 2.19b shows the

measured radiation pattern of the horn antennas at 5 GHz. The 3-dB beam-width of the

antenna is 30 degrees. Based on the manufacturing specs on the horn antenna, the usable

frequency band is 3.95-5.85 GHz, the gain is 15 dB and 3-dB beamwidth is 33.8 degrees

[85]. That means that the horn antennas illuminate a region with 1 m cross section at a

distance of 2.2 m. In the case of no scatterers in the medium, minimal echo returns due to

the RF absorbing materials on the wall. The scattering objects are 3.2 cm diameter solid

dielectric rods and 1.27 cm diameter copper pipes. The dielectric constant of the rods is 3.7.

We have also used aluminum plates of different cross-section as extended objects. Fig. 2.20

shows some of the scattering objects that we have used in our experiments. Before going

into the details of the complex propagation environment, we first analyze the radar cross-

section of scattering objects that are used in the experiments. The radar cross section (RCS)
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Figure 2.19: (a) The measured gain of the horn antenna across 4-6 GHz frequency band. (b) The
measured radiation pattern of horn antenna at 5 GHz.

35



2.3. Experimental Characterization of Clutter

Figure 2.20: Some of the scattering objects used in the experiments.

is a description of how an object reflects an incident electromagnetic wave, and can be

extracted from Equation. 2.23 as

σ =
Pr(4π)2R4

PtGtAr
(2.26)

σ = 4π
R2Pr
Ar

PtGt
4πR2

(2.27)

σ = 4π
power reflected toward source/unit solid angle

incident power density
(2.28)

The radar cross section can also be written as

σ = 4πR2|Er

Ei
|2 (2.29)

where R is the distance between radar and target, Er is the reflected field strength at the

radar, Ei is the strength of the incident electric field at the target site. For an arbitrary

object, the RCS is highly dependent on polarization of the incident wave, the angle of in-
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cidence, the angle of observation, the geometry of the target, the electrical properties of

the target, and the frequency of operation. The RCS of various objects have been analyzed

theoretically, simulated numerically, and measured experimentally [88],[87],[89]. In this

section, we will analyze the radar cross-section of long cylindrical objects and compare

them with our experiments. The RCS of an infinitely long circular conducting cylinder

with electric field parallel to the cylinder axis has been analytically derived starting from

the Maxwell’s equations [87]. There are two regions of operation where the authors de-

rived simple closed form expressions. These are when the wavelength is much larger than

the radius of the cylinder (Model A) and when the radius of the cylinder is much greater

than the wavelength (Model B). The closed form expressions are given by [87].

σ =


π2a

k0a[ln(0.8905k0a)+pi2/4]
k0a << 1,

πa k0a > 20
(2.30)

where k0 is the wave number (2π/λ), and a is the radius of the cylinder. When the radius

of the cylinder is very small compared to the wavelength, the RCS is sensitive to the k0a

parameter. If the radius of the diameter is much greater than the wavelength, the RCS be-

comes independent of the operating frequency. We have measured the bi-static radar cross

section where transmit and receive antennas were 40 cm apart, and each antenna was ro-

tated towards the target which was 2.7 m away from the mid-point of antennas. The com-

parison between analytical and experimental results have been made. In the experiments,

four 2.4 meters long cylinders were used. Even though the cylinders are finite length, the

horn antennas are highly directional, illuminating only the mid-part of the cylinders. The

four cylinders used in the experiments are a) 0.635 cm radius copper pipe b) 1.6 cm ra-

dius dielectric rod c) 1.6 cm radius rod wrapped with Aluminium foil. d) 15.25 cm radius

duct. The unitless k0a parameters at 5 GHz are 0.66, 1.67, 1.67 and 16 respectively. Fig. 2.21

shows the experimental radar return from each one these objects and the predicted return

power by using the radar return power expression of Equation 2.23 along with radar cross

section expressions presented in Equation 2.30. Model A refers to the case where k0a << 1
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Figure 2.21: The radar return power of different diameter cylinders a) Copper pipe of diameter 1.27
cm b) Solid Dielectric pipe of diameter 3.2 cm c) Aluminum pipe of diameter 3.2 cm d) Steel metal
duct of diameter 30.5 cm.
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Figure 2.22: The radar return power of Aluminium plate with cross-sections 30 x 17.5 cm.

and Model B refers to the case where k0a > 20. In Fig. 2.21a, k0a = 0.66, model A gives

a slightly better match to the experimental result. Fig. 2.21d shows the other extreme case

where Model B estimates the radar return power better than Model A. That is due to the

fact that the cross-section of the duct is larger than the wavelength, so the radar cross-

section becomes a constant. The radar cross section expressions are valid for conducting

cylinders. In Fig. 2.21b, we compare the expected power return of a conducting cylinder

with a dielectric rod. The dielectric material caused some frequency selectivity especially

on the lower side of the band, where the wavelength is bigger.

The RCS for a perfect metal plate is given as

σ = 4πa2b2/λ2 (2.31)

where a and b are the cross section of the plate, and the wavelength λ is assumed to be

smaller than a and b. Fig. 2.22 shows a comparison of experimental radar return with the

model predicted using the above equation.

After explaining the radar cross-section of individual scattering objects, we can start
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Figure 2.23: We have made 59 holes on the wood platform to hold the scatterers straight.
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Figure 2.24: The index of positions of the holes on the wood-platform.
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discussing the statistical parameters of the complex propagation environment where we

have many scattering objects in the medium and the antennas are moved on the linear

stage to record the complex channel response from different observation points. The po-

sition of holes on the wood platform and the antenna array are shown in Fig. 2.23 and

Fig. 2.24. The positions on the wood platform have been indexed as shown in Fig. 2.24.

The experimental process can be described as follows: We place a dielectric rod in the

medium, make frequency domain measurements by moving the antennas along the rails

and record the 10 x 10 complex channel matrix. We repeat the same procedure for different

numbers of scattering objects in the medium. The average received power depends on

the number of scattering objects in the field and their corresponding radar cross sections.

The average power received in the case of multiple objects can be estimated (neglecting

multiple scattering) as

P̄r

Pt
=

1
Q

Q−1∑
i=1

M∑
j=1

GtiGriλ
2
i σj

(4π)3R4
j

(2.32)

where Pr and Pt are the average received and transmitted powers, Gt, Gr are transmit

and receive antenna gains, λ is the wavelength, σj is the radar cross section of the jth

object, Q is the number of frequencies, and M is the number of scattering objects in the

medium. Note that the averaging is performed across all frequency points. In the case

of a single target, the wave propagates through the air and reflects back from the target

(e.g. a 1.27 diameter copper pipe) and is received by the receive antenna. The returned

echo is a delayed version of the transmitted waveform since the cross-section has negli-

gible dispersion (Fig. 2.25a), and a matched filter provides the optimum detection. Note

that a Kaiser filter with degree 6 is used to shape the frequency domain response before

taking the IFFT to obtain the impulse response. Fig. 2.25 shows the RF representations

of the received waveforms. As the number of scattering object increases, the return echo

from the medium becomes more complicated. Fig. 2.25b shows the return signal when

there are 46 objects in the range of the radar antenna. When there are many objects in
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Figure 2.25: RF representation of radar return signals due to (a) single copper pipe and (b) 46 di-
electric rods in the medium. A Kaiser filter with degree 6 is used in thr frequency domain response.

the field, as we will show in Chapter 5, matched filter performance deteriorates. We will

also show that, in this kind of environment, the time-reversal detection scheme performs

very well. As we increase the amount of scattering objects in the field, we also increase

the average return power, since what we do effectively is to increase the effective radar

cross-section of the medium. Fig. 2.26 shows the return power as a function of the number

of scattering objects in the medium. For each case, the 10 by 10 complex channel matrix

has been recorded, corresponding to 100 instantiations of the medium from slightly dif-

ferent angles. The dashed line shows the mean power across the 2 GHz frequency band

and the error bars show one standard deviation of the return power, determined from the

100 instantiations. The results show that the average mean power increases by 15 times

as we increase the number of scattering objects from 1 to 59. The increase is not linear as

a function of the number of scattering objects since the antennas do not illuminate all the

scatterers in a similar fashion. Some of the objects are partially or completely blocked by

other scattering objects, and the scatterers have different distances to the antennas (R in the

denominator of Eqn. 2.23). Fig. 2.27 shows the singular values of the measured complex
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Figure 2.26: The average radar return power versus the number of scattering objects in the medium.

bi-static channel matrix with different numbers of scattering objects in the medium. The

SVD values are calculated at a frequency of 5 GHz. The results confirm that the number

of significant svd values corresponds to the number of scattering objects in the medium if

the number of scattering objects is less than the rank of the channel matrix.

2.3.3 Correlation Bandwidth

Fig. 2.28a shows the frequency response of a single dielectric rod of diameter 3.2 cm in the

medium and Fig. 2.28b is its normalized autocorrelation function computed using the same

frequency band. The dashed line shows the correlation coefficient of 0.5 level, which is the

3-dB power level of the auto-correlation function. For a single scatterer in the medium, the

0.5 level correlation bandwidth is 910 MHz and is limited simply by the frequency window.

Fig. 2.28c and 2.28d show the frequency spectrum of 46 dielectric rods randomly placed

on a 1.2 m by 1.2 m wood platform (Fig. 2.18). The frequency response shows frequency

selective behavior and the auto-correlation function has a much sharper central lobe com-

pared to the previous case. The 0.5 level correlation bandwidth is 118 MHz. This means

that the minimum spacing between the frequencies must be 118 MHz so that the responses
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measured at different frequencies are sufficiently independent. The auto-correlation func-

tion enables us to calculate the maximum allowed number of frequency samples using

a bandwidth of B. As long as the frequency samples are separated from each other by a

coherence bandwidth or more, independent information will be obtained from each sam-

ple. The more independent samples the channel provides, the more the focusing we can

achieve using a time-reversal system. The results show that as we increase the number

of scattering objects in the medium, the correlation bandwidth becomes smaller, which

means we can have more independent data samples for a given bandwidth.

Fig. 2.29 shows the correlation bandwidth of the “clutter+target" and “(clutter+target)-

clutter" channels as a function of number of the scattering objects. The “clutter+target"

is called gross channel response, while “(clutter+target)-clutter" is called change detection

channel response. In the change detection response, the clutter is subtracted from the gross

channel response and the target-only response remains. The correlation bandwidths are

computed for each instantiation of 100 channels formed by the 10 by 10 complex matrix.

The dashed line shows the statistical average of 100 instantiations and the solid error bars

show the amount of deviation from the mean value. In the case of a single scattering ob-

ject, the mean correlation bandwidth is about 850 MHz, and as we increase the number of

scattering objects the correlation bandwidth values drop, saturating at around 20 scatter-

ers. As we increase the number of scattering objects beyond 20 there is minimal change in

the value of correlation bandwidth. The fact that the correlation bandwidth of the "clut-

ter+target" channel is very similar of “(clutter+target)-clutter" channel suggests that the

medium defines the correlation bandwidth parameter. Even if we do clutter subtraction

and concentrate on the target only response, the echoes from the target to the clutter de-

fine the correlation bandwidth. Using the target only response after clutter subtraction,

we also compare the peaks of time-reversal and change detection signals. Fig. 2.30 shows

the ratio of the peak of the time-domain time-reversal waveform to the peak of the change

detection waveform for different numbers of scattering objects in the medium. In the case

where there is a single object in the medium, time-reversal and change detection should
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produce similar waveforms, because there is no dispersion in the medium. As the num-

ber of scattering objects increases, the dispersions also increase, making the time-reversal

waveform sharper in time as well as focusing tighter in space. As a consequence, the ratio

increases with scattering objects, saturating beyond about 30 scattering objects. Note the

correlation between Fig. 2.30 and target response of Fig. 2.29. They are inversely propor-

tional, confirming that the time-reversal system performance is indeed a strong function

of dispersions in the medium. Fig. 2.30 also shows the TR peak gain over CD as a func-

tion of inter-scatterer spacing. Inter-scatterer spacing is found by calculating the shortest

distance between the neighbor scattering objects and taking the average. The calculation

of the mean inter-scatterer spacing for 59 scattering objects in the medium is illustrated

in Fig. 2.31. Since the maximum area of the scattering objects is fixed, as more scattering

objects are added to the region, the inter-scatterer spacing becomes smaller. The figure sug-

gests that the TR gain increases until the inter-scatterer spacing is about 4 λ. If the spacing

becomes less than that, the TR gain saturates. This has a close relation with the resolution

distance. Using a 2 GHz wide pulse, the resolution time is 0.5 ns, and the resolution dis-

tance is 15 cm. The fact that TR gain saturates when the inter-scatterer spacing becomes

smaller than 4λ = 20cm suggests that the antennas can not identify the scattering objects if

they are closer than 20 cm and time-reversal gain saturates. The time-reversal gain com-

pared to change detection improves as the bandwidth of the waveform is increased. There

is a strong correlation between TR/CD gain to the number of independent frequency sam-

ples. Fig. 2.32a shows the auto-correlation of a target response where the target is inside

30 scattering objects. The clutter is subtracted first and the target only response obtained.

The correlation bandwidth is 141 MHz, meaning that there are 2GHz/141MHz = 14 in-

dependent frequency samples across the band. Fig. 2.32b shows the TR/CD peak gain

with different numbers of frequency samples. The gain improves until the number of

frequency points is 20 and saturates afterwards. The initial estimate of 14 independent fre-

quency samples suggests that the bandwidth should be sampled based on the correlation

bandwidth. Note that there is approximately 30% variation in the TR/CD gain across the
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Figure 2.31: The inter-scatterer spacings with 59 scattering objects in the medium,

100 channels that we have recorded. Antenna position plays a big role in the time-reversal

system performance and can cause up to 30% deviation from the mean value.

2.3.4 Correlation distance

Time-reversal methods work to improve the super-resolution capability in a rich multipath

environment. By using a wide-band signal, we can improve the signal to noise ratio of the

focusing signal. The bandwidth to the correlation bandwidth ratio gives the number of

independent measurements available in a given band. The super-resolution capability can

be enhanced by using multiple antennas as well. The more antennas we have, the sharper

is the focusing signal. The antennas should be separated such that there is minimal corre-

lation between two antenna locations. The normalized spatial autocorrelation function at

a single frequency f is given as

R(x) =

∫∞
−∞ H(x + x′)H∗(x′)df ′∫∞

−∞ |H(x′)|2df ′
(2.33)
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We have also done experiments to calculate the spatial correlation in various scattering

environments. The experiments were done using two horn antennas and a linear stage.

In these experiments, we fixed the position of one of the horn antennas and moved the

other one by 1 cm increments for 50 points (Fig. 2.33). For each antenna location we have

recorded the complex channel response between 4 to 6 GHz. The mid-point was taken

as a reference and as we move to either side, the correlation value drops down. If we

move sufficiently away from the reference point, the correlation value drops below the 0.5

level. Fig. 2.34 shows the spatial and frequency correlation of two different channels. In

Fig. 2.34a we have just one single dielectric rod in the channel, and in Fig. 2.34b there are

59 dielectric rods in the medium. The central point is the darkest spot in each plot and

as we move away from the mid-point in either the vertical or horizontal directions, we

lose the coherence. The vertical axis shows the spatial correlation while the horizontal axis

shows the frequency correlation. In the case of a single object in the channel, the frequency

correlation is about 900 MHz and the spatial correlation is 35 cm. As for the 59 scatterers

case, the frequency correlation is 119 MHz while the spatial correlation is 9 cm. These
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Figure 2.33: The schematics of radar experimental setup for spatial correlation measurements.
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Figure 2.34: The frequency and spatial correlation of a channel that has (a) single scattering object,
(b) 59 scattering objects.

results show the minimum frequency separation and spatial distance that we should use

to ensure independent measurements. Fig. 2.35 shows the correlation distance for different

numbers of scattering objects in the medium. The plot suggests that for smaller numbers

of scatterers, the correlation distance is limited by the spatial sampling window to about

35 cm. As the number of scattering objects is increased the correlation distance decreases,

reaching a value of about 9 cm with 20-30 scattering objects in the channel.

2.4 Conclusions

The time-reversal system performance is a strong function of the propagating medium.

The amount of clutter and the distribution of clutter affect the time-reversal focusing. The

clutter channel has been analyzed and the main parameters that affect time-reversal system

performance have been discussed. The analysis, simulations and experiments have been

conducted to characterize the propagating medium. Key parameters such as coherence

bandwidth, spatial correlation, bandwidth, frequency of operation, and the numbers of
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Figure 2.35: The correlation distance with different numbers of scattering objects in the medium.

antennas that should be used for optimum performance have been examined. Under our

experimental conditions, we have observed that the correlation bandwidth of the medium

saturates when there are about 20 scattering objects randomly distributed over an area of

1.44 m2. The gain of time-reversal over change detection also saturated using the same

number of scattering objects.
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Chapter 3

Time-reversal focusing and nulling in

frequency domain

3.1 Introduction

The increased demand for broadband communications has spurred extensive research on

RF propagation. The objective is to understand the channel properties and make the best

use of them to provide high-speed, reliable data communication. The RF propagation

channel suffers from time-varying impairments like multipath, interference, and noise.

These impairments have resulted in the development of various diversity schemes to over-

come the potential problems of wireless communication. Time, frequency, space, and po-

larization diversities are some of the schemes that have been researched in the literature,

and used extensively to provide various services. The main goal of diversity schemes is

to create independent channels of propagation to transmit the message signal. Frequency

diversity uses the fact that two frequencies, which are separated by more than one co-

herence bandwidth of the channel, fade independently. Similarly, time-diversity uses the

fact that time instants which are separated by more than the coherence time of the chan-

nel fade independently [81]. In polarization diversity, different polarization modes can be

used to send data through the channel as long as the fields from each polarization state
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are independent from each other. Andrews et. al.[90] showed that the data transmission

rate in a multipath environment could be increased by 6 times using the 6 components of

the electromagnetic field. The implication is that all 6 components are uncorrelated from

each other. In space diversity, multiple antennas are used so that if one of the antennas

is in a deep fade, the other antennas can be used to provide and improve the communi-

cation link. Large spectral efficiencies are possible through multiple antennas based on

the premise that a rich scattering environment creates independent transmission paths

between each transmit antenna to each receive antenna. Based on Shannon’s generalized

capacity expression, it has been predicted that when using N transmitting and M receiving

antennas, the information capacity of the channel can be min{M,N} times higher than that

available with a single transmitter and single receiver scheme in a rich scattering channel

[2]. Thus multiple antennas and space-time coding schemes can convert the traditionally

hostile multipaths into capacity-boosting elements.

Time-reversal methods use multiple antennas and the multipath components available

in the medium to provide super-resolution focusing. The time-reversed waves propagate

through the medium and focus around the initial source location from which they started.

This is like creating a virtual cable between the antenna array and target antenna loca-

tion. The waves move through the channel and reach the target antenna location at exactly

the same time, producing sharp focusing both in space and time. This method can be

used in two-way communications systems as well as radar, detection, and imaging al-

gorithms. In [61] and [62], the authors have demonstrated electromagnetic time-reversal

focusing using the phase-conjugation technique in the frequency domain. Their exper-

iments have shown that by using a single-frequency phase-conjugation approach, they

could focus energy around two targets which were separated by one-half wavelength. Fol-

lowing a similar experimental setup and a wide-band frequency spectrum, in this chapter

we describe a multiple antenna time-reversal system that we can use to focus or null RF

energy at certain points in space. Two sets of experiments are discussed in this chapter.

In the first, we have implemented a completely physical time-reversal system using the
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phase-conjugation technique in the frequency domain. The results show that RF waves

propagate backwards through the stationary channel and focus around the initial source.

This approach works when the channel response is reciprocal (S21 = S12) and the chan-

nel remains stationary during the process. In the second set of experiments, we mea-

sured the channel response using a network analyzer and studied the characteristics of

the time-reversal system using a computer. When we compare physical time-reversal with

back-propagation on a computer, we experimentally verified that the focusing signal spec-

trum is exactly the same as the one that we could obtain on a computer using the forward

channel measurement information. The frequency domain experiments have shown that

by using the time-reversal technique with multiple antennas, we can maximize (focus) as

well as minimize (null) RF energy at active or passive target points in the medium. We

have performed experiments between 4 and 6 GHz in a complex laboratory environment

[70]. The degree of nulling as well as focusing depends on the multipath components in

the channel and the bandwidth of the waveform. By using a 2-D grid, we have shown the

impact of the number of antennas and bandwidth on RF focusing on active targets. By us-

ing the degrees of freedom available from either the frequency bandwidth or the multipath

components in the medium, it has been demonstrated that RF waves can focus or null at

multiple targets simultaneously. The experimental results have shown that it is possible to

have sharp nulling by using a zero-forcing time-reversal waveform. The noise is always

an important part of system design. By using experimental data and computer generated

noise, we have demonstrated that time-reversal focusing is very robust against noise. The

back-propagated time-reversal waveform might be different than the forward propagation

waveform, but still we can achieve spatial and temporal focusing using the time-reversal

methods.
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Figure 3.1: The general time-reversal signal flow graph.

3.2 Analysis of time-reversal focusing and nulling

In time reversal, the antenna array acts as a mirror that refocuses the time-reversed sig-

nals back onto the source, owing to the time-reversal symmetry of Maxwell’s equations.

The general time-reversal signal flow graph is shown in Fig. 3.1. First a pulse s(t) is

sent from the transceiver A, the received pulse at B is given by s(t) ∗ h(t). The time-

reversed waveform s(T − t) ∗ h(T − t) is sent back from B. The signal received at A is

now s(T − t) ∗ h(T − t) ∗ h(t). As pointed out in Chapter 2, the last two-terms in the equa-

tion can also be thought of as the autocorrelation of the channel impulse response. The

more multipaths we have, the more random the channel becomes and the autocorrelation

response has a sharp center-lobe. That sharpness defines the degree of focusing and it dis-

tinguishes the target position from neighboring points. The multipath components thus

enhance the superresolution capability of the system. In the case of focusing, all the multi-

path components constructively add up at the receive position. In the frequency domain,

time-reversal is equivalent to phase conjugation. The channel magnitude response (FFT of

h(t)) can be described by

H(f) = A(f)ejφ(f), (3.1)
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3.2. Analysis of time-reversal focusing and nulling

where A(f) is the amplitude response and φ(f) is the phase response across the frequency

band. We can write the focused signal from multiple antennas as follows

Yfocus(f) =
M∑
i=1

ki · Si(f)∗ ·Ai(f)e−jφi(f)Ai(f)ejφi(f) (3.2)

Yfocus(f) =
M∑
i=1

ki · Si(f)∗ · |Ai(f)|2 (3.3)

where Si(f) is the frequency response of initial probing pulse (s(t)), ki is a normalization

constant during the retransmission of time-reversed waveforms and M is the number of

antennas in the array. The signals from multiple antennas constructively add and result in

a focusing signal.

In the multiple antenna system, by modifying the time-reversed signal, we can have

a nulling instead of focusing around the initial source. By inverting the polarity of time-

reversed signals for every other antenna before retransmission, we can null out the source.

That is, signals from even numbered antennas will add coherently, signals from odd num-

bered antennas will add coherently but the combination of the odd and even antenna sig-

nals will be 180 degrees out of phase, resulting in minimal signal strength at the original

source point.

Ynulling(f) =
M∑
i=1

ki · Si(f)∗(−1)i ·Ai(f)e−jφi(f)Ai(f)ejφi(f) (3.4)

Ynulling(f) =
M∑
i=1

ki · Si(f)∗(−1)i · |Ai(f)|2 (3.5)
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Figure 3.2: Physical time-reversal experimental setup.

3.3 Experiments and Results

3.3.1 Wide-band Physical Time-Reversal System Implementation

The frequency-domain time reversal system constructed for the experiments is shown in

Fig. 3.2 and Fig. 3.3. The system is designed to take advantage of I-Q modulators as am-

plitude and phase shifters that can operate between 2-6 GHz.

The I-Q modulators multiply an RF signal by a complex exponential, Aejθ. The at-

tenuation (20log10(A)) through the I-Q modulators is programmable between 0 and 70 dB

with an accuracy of 0.2 dB. The phase shift θ can be between 0 and 360 degrees with an

accuracy of 5 degrees. Separate transmit and receive arrays were constructed using horn

antennas that operate between 4 and 6 GHz. The arrays have 4 antennas each, with ele-

ments spaced by 25 cm (∼ 4 wavelengths). In this set-up, a vector network analyzer is used

to measure the transmission response between the horn antennas pointed at the region to

be probed. The frequency range to be probed is 4-5.5 GHz, equivalent to transmitting a

pulse with a duration of about 0.67 ns. Operation of the system is as follows. An initial

probing signal is transmitted from the array A (transmitting array). In this case, all of the

I-Q modulators in array A are set to zero attenuation and phase, while all but one of the
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3.3. Experiments and Results

Figure 3.3: Photos of the physical time-reversal experimental system. a) View of the A and B an-
tenna arrays b) Rear view of the antenna arrays also showing copper pipes as scattering objects
with the absorber wall in the background.

I-Q modulators in array B (the receiving array) is set to highest attenuation, effectively

turning off all but one receive element (B1). The frequency is then stepped between 4 and

5.5 GHz, measuring the amplitude and phase at the receive element for each frequency.

This process is then repeated for each element in the receive array. The complex responses

measured at each element are then conjugated and these values are used to set the I-Q

modulators in array B on transmit back. To realize time-reversal, array B is used as the

transmit array. At each frequency, the I-Q modulators are set to the conjugate values from

the previous measurement and re-transmitted to the channel simultaneously. The time-

reversal signals propagate through the paths that they undertake in the forward direction

and focus around the initial source. The outputs of the antennas in the A array are then

summed with a power combiner. After repeating this process for each one of the frequency

points, the time-response is obtained by taking the IFFT of the frequency domain signal.

Fig. 3.4 shows the frequency spectrum and time-response of the focusing signal. Fig. 3.4a

compares the physical time-reversal focusing spectrum and estimated focusing spectrum
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3.3. Experiments and Results

Figure 3.4: a) Frequency response of physical time-reversal focusing signal b) Time-response of
focusing signal c) Frequency response of physical time-reversal nulling signal d) Time-response of
nulling signal

using the forward channel information only. The close match between the two curves veri-

fies that reciprocity holds in the medium and we can do back-propagation on the computer

and still obtain a very similar frequency spectrum as to the one obtained through physical

back-propagation. Fig. 3.4b is the impulse response of the physical time-reversal focusing

signal. By changing the polarity of the time-reversal waveforms before re-transmission

from antenna array B, we can have nulling instead of focusing at the initial source po-

sition. Fig. 3.4c shows the frequency response and Fig. 3.4d shows the time-response of

the nulling waveform where the polarity of even-numbered antennas on the B-array has

been changed before retransmission. In the case of focusing, backward and forward waves

match perfectly resulting in cancellation of phase across the whole band (Fig. 3.4a). That

is why in the time-response the dispersive components in the forward channel disappear

and compress in time. As for the nulling case, the forward and backward propagating
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waves again lead to cancellation of phase for each antenna, but the sum signal can be pos-

itive or negative. If the sum signal is positive, then the phase is 0 degrees, if it is negative

the phase is 180 degrees. That is why the phase is alternating in the phase response of

nulling signal (Fig. 3.4c).

3.3.2 Time-reversal focusing and nulling in an indoor environment

The time-reversal experiments were done in a multipath-rich laboratory environment (see

Fig. 3.5). A six element antenna array consisting of 2 dBi omni-directional discone antennas

[91] were used to focus and null the target spot using the time-reversal method ∗. Another

discone was used as a target antenna and moved on a 10 by 10 grid (see Fig. 3.6 and

Fig. 3.7). This 2-D grid was scanned with increments of 5 cm and 1 cm that corresponds

to an area of 50 cm x 50 cm and 10 cm x 10 cm respectively. A vector network analyzer

was used to measure the complex channel responses between the target antenna and each

element of antenna array using a frequency band of 2 GHz between 4 and 6 GHz. In

the experiments, we used 201 frequency points resulting in a frequency resolution of 10

MHz. The measurement was repeated for every point on the grid (100 measurements). So

for each frequency point, we have a 6x100 matrix that has the complex channel response

between each element in the antenna array and the target antenna on each one of 100 points

on the grid.

Time-reversal methods work to provide super-resolution in rich-scattering environ-

ments. The autocorrelation response describes the amount of dispersion in the channel.

Fig. 3.8a shows the channel magnitude response between the first element of the antenna

array and the target antenna that is at the center of the grid. Fig. 3.8b is its autocorrela-

tion response. The 50% coherence bandwidth of the channel is approximately 8 MHz. The

delay spread is inversely proportional to the coherence bandwidth. In this case, the root

mean square (RMS) delay spread is about 30 ns.

∗The array was actually synthesized by moving a single antenna to 6 different positions and combining the
measurements on a computer.
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Figure 3.5: Cluttered laboratory layout where the experiments were conducted to focus (null) RF
energy on the target antenna location which is placed on the 2-D grid on the left. The lab is a
multi-path rich channel with many metal objects around. (Modified from [61])
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Figure 3.6: Signal mapping in range and cross range directions. Both directions were scanned by 5
cm increments and 1 cm increments.
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Figure 3.7: The experimental setup. Two computer controlled linear stages were used to measure
the complex channel response on the 100-point grid.

By using the analysis described through Equations 3.1- 3.5, we have shown the fo-

cusing and nulling signals using the experimental data. Fig. 3.9 shows the focusing and

nulling frequency spectrum and impulse response between the center point of the 2-D

grid and the antenna array. First a probing pulse is sent from the mid-point on the grid

(pixel 45 on the grid as shown in Fig. 3.5). Each antenna on the antenna array captures

the received waveforms, phase-conjugates them and sends them back. The waves propa-

gate backward through the same paths to the antenna array and focus around the starting

point. Note that we have experimental results from the target antenna to the antenna array.

The back-propagation is done on a computer. The frequency domain signals suggest that

the focusing signal is, on the average, 10 dB stronger than the nulling signal. In the time-

domain, the focusing signal has a sharp peak at the mid-point and some small side-lobes.

The multipath components all reach the target antenna and cause constructive interference

at the focusing spot. It is a compressed version of the delay-spread profile, with the center

half-power pulse-width 0.5 ns, which is the resolution that could be obtained by using a 2

GHz wide signal. The nulling signal amplitude is smaller than even the side-lobe level of
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Figure 3.8: (a) Channel frequency response, (b) Auto-correlation response of the channel between
the first element of antenna array and the center spot of the 2-D grid.

the focusing waveform. It has a slightly smaller value at the time when focusing occurs.

Fig. 3.10 shows the spatial focusing and nulling signal power on the 10 by 10 grid. The fact

that we have been using 2 GHz bandwidth and operating in a multipath rich environment

resulted in a sharp focused spot on the grid. The peak-to-spatial side-lobe ratio of the fo-

cusing waveform on Fig. 3.10a is about 4.5 dB, and the half-power area of the focused spot

is approximately 4 cm by 9 cm in the cross-range and range directions respectively. As

for the nulling, the alternate sign change before retransmission of the RF signals caused

destructive interference all along the grid locations and caused minimal signal strength

on the grid points. The nulling energy at the target antenna location is slightly less than

the surrounding area. The nulling power (across 2 GHz band) is 10 dB weaker than the

focusing power at the same spot.

3.3.2.1 Time-reversal focusing with multiple antennas and multiple frequency points

Time-reversal methods utilize the independent information available through multiple an-

tennas as well as multiple frequency points. The number of multipath components also
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Figure 3.9: (a) The frequency response and (b) impulse response of focusing and nulling wave-
forms between the antenna array and the mid-point of the 2-D grid.

65



3.3. Experiments and Results

0

5

10

0

5

10
0

0.2

0.4

0.6

0.8

1

Range (cm
)

Cross−range (cm)

N
or

m
al

iz
ed

 P
ow

er

0

5

10

0

5

10
0

0.2

0.4

0.6

0.8

1
Focusing  Nulling

Figure 3.10: 3-D plot of spatial focusing and nulling signal power around the mid-point of the grid.
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affect the quality of spatial and temporal focusing, improving the peak-to-sidelobe ratio

both in space or time. In our experimental setup, the multipath dispersion is fixed since

we are operating in a stationary channel (i.e., no objects move inside the lab environment).

Thus the degrees of freedom can be obtained through the number of antennas in the ar-

ray as well as the bandwidth. The more antennas we use, or the larger the bandwidth

we operate on, the sharper the focused signal obtained using the time-reversal method.

Fig. 3.11 shows the focused power across the 2-D grid for different numbers of antennas

and frequency points. In the case of a single antenna and single frequency point, there is

almost no focusing present on the target antenna location which has been marked with ′+′

sign (Fig. 3.11a). As we increase the number of antennas and still use a single frequency

as plotted on the left column, the focused spot becomes more visible. By using 2 anten-

nas, it seems that we get a focused spot that is about 5 cm off from the target antenna

location. 4 antennas and 6 antennas caused focusing at the correct location with varying

degrees of range and cross-range resolutions. Using multiple antennas as well as multiple

frequency points results in a sharper focusing spot. On Fig. 3.11h, we have used 6 anten-

nas and 201 frequency points and obtained a sharp focusing signal at the target location.

The resolution is related to the degree of multipath components as well as the bandwidth

of the channel. Using all 6 antennas on the antenna array, Fig. 3.12 shows the range and

cross-range resolution of the target as a function of bandwidth. If a single frequency point

is used, the range resolution (depth of focus) is 25 cm, and cross-range resolution is 15 cm.

For comparison, the Rayleigh criterion for range-resolution is

λ · ( L

ae
)2 = 0.06 ∗ (

6
0.25

)2 = 35m. (3.6)

Similarly the cross-range resolution based on the Rayleigh criterion is

λ · ( L

ae
) = 0.06 ∗ (

6
0.25

) = 1.44m. (3.7)
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Figure 3.12: Range and cross-range resolution as a function of bandwidth. Six antennas were used
on the transmit array.

Even a single frequency point along with time-reversal back-propagation produced a much

tighter focused spot compared to the Rayleigh resolution limits. As we increase the band-

width, the focused spot becomes tighter. By using a 2 GHz bandwidth signal, the cross-

range resolution becomes 4 cm and the range resolution 9 cm. This is a significant im-

provement over the Rayleigh limit, hence the term super-resolution.

3.3.2.2 Time-reversal focusing and nulling more than one

target antenna location

By using time-reversal methods, we can have focusing as well as nulling for more than

one point. To achieve this, each target antenna should send their beacon signal to the

antenna array. The antenna array receives all the echos from the target antennas, and

sends the time-reversed version of the received signal back to the channel. Note that the

received signal is the sum of forward propagation waves from each target location that can

be described as follows

yk(t) =
P∑

j=1

s(t) ∗ hjk(t) (3.8)
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where s(t) is the initial beacon signal and hjk(t) is the channel impulse response between

jth target antenna and kth antenna on the antenna array and P is the number of target

antennas that send beacon signals to the antenna array. The time-reversed sum signal

propagates back through the complex channel environment and focuses around the target

positions at the same time. This is simultaneous transmission and simultaneous focusing

and nulling on the target sites. The time-reversed waveform at the kth antenna on the array

is given as follows

rk(t) = yk(T − t) =
P∑

j=1

s(T − t) ∗ hjk(T − t) (3.9)

A delay T is introduced to make the system causal. T is long enough such that all the

echoes reach the antenna array. The focusing happens at time t = T at the same time at all

target antenna locations. The focused signal at the pth site is given by

zp(t) =
M∑

k=1

s(T − t) ∗ hpk(T − t) ∗ hpk(t) + (3.10)

M∑
k=1

P∑
j=1,j 6=p

s(T − t) ∗ hjk(T − t) ∗ hjk(t) (3.11)

where M is the number of antennas in the antenna array. The first term contributes to the

focusing power while the second term behaves like interference. Fig. 3.13 shows time-

reversal focusing and nulling using 2 GHz bandwidth in the laboratory environment.

Fig. 3.13a shows that using 6 antennas, we can focus RF energy on 7 spots simultaneously.

Fig. 3.13b shows nulling those 7 spots using a modified time-reversal waveform (namely

changing the polarity of every other antenna). In Fig. 3.13b, the time-reversed signals from

consecutive antennas cancel each other and result in minimal RF energy around the target

positions. The reason why perfect cancellation on the target spots does not occur is that

the channel magnitude is not exactly the same between consecutive antenna pairs to the

target antenna. It thus results in minimizing the RF power level throughout the region.

70



3.3. Experiments and Results

0 10 20 30 40
0

20

40

C
ro

s
s
 r

a
n

g
e

 d
is

ta
n

c
e

 (
c
m

)

0

0.2

0.4

0.6

0.8

1

0 10 20 30 40
0

20

40

0

0.2

0.4

0.6

0.8

1

Range grid distance (cm)

N
o

rm
a

li
z
e

d
 P

o
w

e
r 

a) Focusing on 7 points

b) Nulling on 7 points
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the same spots.
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3.3.2.3 Time-reversal nulling using zero-forcing back-propagation signal

It is also possible to produce very sharp nulling around the target position. One can use

a zero-forcing equalizer on the transmitter instead of receiver and send such a modified

time-reversal waveform back to the channel. By multiplying the time-reversed signal with

appropriate coefficients and changing the polarity for every other antenna, we can get very

sharp nulling just around the target antenna.

The mathematical equations are described below. The time-reversed waveform is ad-

justed so that it is the inverse of the forward channel. The back-propagated waveform

from ith antenna is given as

ri(f) =
k

Ai(f)ejφi(f)
(3.12)

where k is a normalization constant. The time-reversed waveforms are sent back with

alternating polarities as before:

Ynulling(f) =
M∑
i=1

k · Si(f)∗
(−1)i ·Ai(f)ejφi(f)

Ai(f)ejφi(f)
(3.13)

Ynulling(f) =
M∑
i=1

k · Si(f)∗(−1)i (3.14)

Fig. 3.14 shows the experimental results in which we have used the time-reversal method

to achieve sharp focusing around the target antenna and the zero-forcing equalizer type

of time-reversal waveforms to produce sharp nulling around the target antenna. The sin-

gle target antenna coherently receives all the echoes from the environment and has the

maximum signal strength compared to its surroundings. In the case of nulling, the back-

propagated signals have equal magnitude but alternating phase at the target antenna lo-

cation and cause a sharp null.
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Figure 3.14: a) Time-reversal focusing on a single target. b) Time-reversal nulling using zero-forcing
algorithm.
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3.3.2.4 Time-reversal performance in the presence of noise

The forward channel and back-propagation channels should be the same for the ideal per-

formance from a time-reversal system. But in reality, there is noise present in the system.

The performance of time-reversal focusing should be studied in the presence of noise. In

this section, we study the performance of time-reversal focusing in the presence of com-

plex Gaussian noise. If the time-reversed signal contains noise, the received signal at the

focused spot from the ith array element is

Yfocusingi
(f) = k[S(f)Hi(f) + Ni(f)]∗Hi(f) (3.15)

where f spans the whole frequency band, and k is a normalization constant for the re-

transmission waveform [S(f)Hi(f) + Ni(f)]∗. The above expression can be decomposed

into two terms: the time-reversal focusing term and a noisy signal term.

Yfocusingi
(f) = kS∗(f) ·Hi(f)∗Hi(f) + k ·Ni(f)∗Hi(f) (3.16)

The signal-to-Noise ratio (SNR) is the ratio of signal power (the magnitude square of the

first term) to noise power (the magnitude square of the second term):

SNR =
∑M

i=1 |S∗(f)Hi(f)∗Hi(f)|2∑M
i=1 |Ni(f)∗Hi(f)|2

(3.17)

The performance of the time-reversal system in the presence of noise is shown in Fig. 3.15.

We have 4 cases with various levels of noise present in the back-propagated waveform. If

the noise is small compared to the ideal-back propagated waveform, the focusing spot will

not be affected. This is shown in Fig. 3.15a with an SNR of 4 dB. As we reduce the SNR, the

noise starts affecting the back-propagated waveform and results in losing the coherence at

the original target location. Even with an SNR of 0 dB and -4 dB, the focusing spot is

still visible (Fig. 3.15b and Fig. 3.15c). If the SNR becomes too low, then the focusing spot

completely disappears as shown with -11 dB of SNR on Fig. 3.15d. The spectra of the ideal
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SNR= −4 dB

Figure 3.15: The time-reversal waveform is back-propagated in the presence of various amount of
noise.

back-propagated waveform and the noisy back-propagated waveform with an SNR of -4

dB is shown in Fig. 3.16. Even though the two spectra show significant differences, the

time-reversal procedure can focus RF energy at the target location. This shows that time-

reversal is robust against noise that may be present in the system, such as receive circuit

noise or finite resolution of the analog-to-digital converter at the receiver.

3.4 Conclusions

We have described multiple antenna microwave focusing and nulling experiments that

make use of time-reversal concepts. The experiments were done using a bandwidth of 2

GHz at the center frequency of 5 GHz in a laboratory environment. We have experimen-

tally shown microwave nulling as well as focusing results in a 2-D plane. We analyzed the

performance of time-reversal focusing using different numbers of antennas and frequency
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Figure 3.16: The ideal and noisy time-reversal signal spectra transmitted back from the fourth an-
tenna on the array.

points. We have demonstrated that we can, simultaneously, focus or null RF energy at

more than one spot. In fact, it has been shown that RF energy can focus around 7 spots

using only 6 antennas on the time-reversal array. The nulling algorithm deployed resulted

in minimizing the RF energy around the target neighborhood rather than just the target lo-

cations. The zero-forcing time-reversal method resulted in very sharp nulling at the target

antenna location. We have also studied the performance of time-reversal methods in noisy

environments. The results have shown that time-reversal techniques are robust against

noise that may be present in the system. The ideas presented in this chapter can be used

for wireless communications, high-resolution microwave imaging systems, and detection

algorithms. In the time-reversal nulling technique, for example, electromagnetic waves can

be made to destructively interfere on the objects and the medium becomes virtually trans-

parent. When the target appears in the medium, it will be easier to detect it. The nulling

schemes can also be used in conventional communication systems in which the base sta-

tion wants to null a specific user in the cell. The resolution achieved by this method can
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be orders of magnitude smaller than that achieved by using conventional beam-steering

techniques.
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Chapter 4

Single Antenna Microwave Focusing

and Nulling using Time-Reversal

Techniques

4.1 Introduction

Time-reversal methods work to provide super-resolution focusing in a rich multipath en-

vironment. Time-reversal systems are generally implemented using multiple elements

on the antenna array. The reason for this is to utilize the degrees of freedom available

through space. Given that the multipath components are sufficiently rich in the medium,

it is possible to observe time-reversal focusing using a single antenna. In this chapter, we

describe a single antenna microwave focusing and nulling technique that makes use of

time-reversal concepts. The time-domain experiments have shown that by using a single

antenna and time-reversal techniques, we can have focusing as well as nulling at any point

in space. We have done experiments at 2.45 GHz in a metal cylindrical duct channel that

was terminated with metal caps on either side. This cavity environment provided with

rich multipath components. The degree of focusing or nulling depends on the multipath

components in the channel as well as the bandwidth of the signal. The cavity provides a
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multipath rich-environment where we can show focusing and nulling by using a relatively

small bandwidth compared to that required by an open laboratory experiment.

In [63], the authors presented a single antenna time-reversal focusing experiment at

microwave frequencies. They used a 1 MHz wide pulse to show the focusing effect in a

reverberant cavity. By following similar steps and using a wider bandwidth (3-dB pass-

band bandwidth of 36 MHz), in this chapter we will show experimental results of single

antenna focusing and nulling at 2.45 GHz. The physical properties of the duct channel

will be briefly described since the medium determines the quality of time-reversal energy

focusing. By using a simple propagation model developed for a duct channel [93], some

important characteristics of the time-reversal method will be described. In a single an-

tenna system, the bandwidth of the transmit pulse and reflections in the medium are two

main parameters that affect the time-reversal system performance. The impact of these

physical parameters will be analyzed using simulation. After discussing the time-reversal

performance inside a duct channel, experiments will be described that show time-reversal

spatial and temporal focusing and nulling using a single antenna.

4.2 Characteristics of Waveguide Channel

The duct channel that we used in the experiment was a 9.14 m long and 0.3 m diameter

waveguide with metal caps on either side. The duct behaves as an overmoded waveguide

when driven at RF frequencies. A generic duct channel is shown in Fig. 4.1. Coaxially

fed monopole transmitting and receiving antennas are used to couple into and out of the

duct cavity. The channel between the two antennas is strongly affected by the duct chan-

nel structure, operating frequency, and propagating modes in the duct. At the transmitter

side, RF signals are fed to an antenna that excites waveguide modes in the duct. The num-

ber of TE (transverse electric) and TM (transverse magnetic) modes excited in the duct

depends on the antenna structure, geometry, and dimensions of the duct. For example,

the cylindrical duct that we used in the experiments has 17 propagating modes in the
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Figure 4.1: A simple duct channel.
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Figure 4.2: (a)Short-time fourier transform (STFT), (b) frequency response, (c) impulse response of
the waveguide channel. The modes produce dispersion inside the duct.

2.4-2.5 GHz range. Each mode has different frequency characteristics. One can think of

the mode transfer function as a high-pass filter. The cut-off frequency depends on the di-

mensions of the waveguide. The excited modes propagate through the duct system with

different group velocities and attenuation constants, reflecting from terminations and non-

uniformities along the path, and are captured by the receiving antenna. Fig. 4.2a shows

the temporal-frequency response, Fig. 4.2b the frequency response, and Fig. 4.2c the im-

pulse response of a 5.2 m long duct channel that has open ends on both sides. The antenna

used in the experiment was a quarter wavelength monopole probe antenna tuned at 2.45
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GHz. The temporal-frequency response is obtained by using short-time Fourier transform.

It shows the frequency content of the waveform inside the duct at various time-intervals.

For the 0.3 m diameter duct channel, the first cut-off frequency is 570 MHz (the transition

region from no propagation to the first mode propagation can be observed on Fig. 4.2b).

Below the first cut-off frequency, there is no wave propagation [94]. For a given operat-

ing frequency band, there may exist different numbers of propagating modes carrying the

energy inside the duct. In our simulations and experiments, monopole probe antennas

were used that excited 5 dominant modes inside the duct (five dominant paths in the time-

frequency plot of Fig. 4.2a). The fact that each mode propagates with a different velocity

results in inter-modal dispersion. Based on the frequency bandwidth, even the same mode

shows intra-modal dispersion. If the duct channel is terminated with reflective metal caps,

there will also be multiple reflections from the metal ends, producing multipath disper-

sion. These three dispersion mechanisms (inter-modal, intra-modal and multipath) affect

the frequency response of the duct channel and produce delay spreads in the time-domain

[95].

4.3 Analysis and Simulation

The propagation modelling approach used here is based on the waveguide mode theory

that allows one to model the channel response in the frequency domain [93]. Once we

obtain the frequency response for a particular configuration, we can study time-reversal

focusing in the medium. Fig. 4.1 shows a simple straight duct component. The channel

properties between the transmitting and receiving antenna depend on the duct dimen-

sions, type of terminations (reflection coefficient of the terminations are Γ1 and Γ2 ), op-

erating frequency, and the distances (L1, L, and L2). The transfer function of this channel

can be expressed as a sum of transfer functions of all propagating modes. The final closed-

form expression for the magnitude of the complex frequency response of the duct channel
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is given as [93]

|H(f)| = 2R0

|R0 + Za|2
|

N∑
n=1

Zne−γnL (1 + Γ1ne−2γnL1)(1 + Γ2ne−2γnL2)
1− Γ1nΓ2ne−2γn(L+L1+L2)

| (4.1)

where Za is the antenna impedance, R0 is the internal impedance of the transmitter and

receiver, γn is the complex propagation constant, Zn is the probe impedance due to mode

n, and N is the number of modes in the waveguide. The details of the propagation model

have been described in [93].

Using the above propagation model, we first analyze the cylindrical waveguide cavity

channel. Then the effect of bandwidth and the reflections are analyzed in a time-reversal

system.

4.3.1 Single Antenna Time-Reversal focusing

The duct channel used for the simulations was a 0.3 m diameter cylindrical duct with a

conductivity of 9 · 105. The antennas were quarter wavelength monopole antennas cen-

tered at 2.45 GHz. The distance between transmit and receive antennas (L) was 10 m, and

the distance between the antennas to the end-cap (L1 and L2) was 1 m. The ends of the

duct were terminated with a high-reflectivity material with a reflection coefficient of -0.88.

The bandwidth of the transmit signal was set to 100 MHz centered at 2.45 GHz. The num-

ber of frequency points used was 1601, resulting in a frequency resolution of 62.5 kHz. The

channel magnitude and frequency response is shown in Fig. 4.3. Fig. 4.4a shows the im-

pulse response of the channel. The time domain response shows that the channel is quite

dispersive with echos ringing up to 2µsec. The RMS delay spread for the duct channel is

360 ns.

The impulse response is time-reversed, normalized in power, and re-transmitted back

through the channel. After propagating back through the stationary and reciprocal chan-

nel, the signal focuses on the initial source position. Fig. 4.4b shows the focusing waveform

obtained after the time-reversal waveform is resent through the channel. The next step is
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Figure 4.3: The simulated magnitude (a) and phase (b) response of the duct channel between 2.4-2.5
GHz.
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Figure 4.5: A waveguide slit is used to examine spatial focusing property of time-reversal system.

to analyze the spatial and temporal focusing property of the time-reversal system inside

the duct channel. To that end, we did simulations using the setup as shown in Fig. 4.5.

While transmitting a time-reversed signal intended to focus at A, the antenna is moved to

both the right and left by 1 cm increments, and the focusing performance is examined. As

we move away from the mid-point, we expect the focusing performance to be degraded.

Fig. 4.6a shows the spatial and temporal power dispersion when a pulse is transmitted.

As the horizontal axis in the figure illustrates, the time response extends to almost 400 ns.

The vertical axis shows that the power is also distributed along a 16 cm long waveguide

slit around the reference spot. Fig. 4.6b shows the focusing waveform after time-reversal

signals are transmitted from the antenna at B. The time-reversal signals resulted in sharp

focusing in time ( about 9 ns) and sharp focusing along the waveguide slit (6.4 cm). Note

that the temporal focusing value is very close to the 10 ns time-resolution of the 100 MHz

probing signal. Similarly the spatial resolution of the time-reversal signal is very close to

the half-wavelength of the transmitted signal (λ/2 = 6cm). These results show that time-

reversal back-propagation results in compression of the waveform both in time and space,

focusing the RF energy around the initial source location.

4.3.2 Single Antenna Time-Reversal nulling

By modifying the time-reversed signal, we can have a nulling point at the receiver. In the

case of focusing, all the multipath components add constructively at the receive position.

For example, changing the polarity of the time-reversed signal during some portion of the
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Figure 4.6: The temporal and spatial focusing of RF waves inside the duct channel. (a) Impulse
response, and (b) response to the time-reversed signal. Note the difference in time-scales between
parts (a) and (b).

waveform, we can create destructive interference, minimizing the signal amplitude at the

receive antenna. Let us assume that the discrete time representation of the probing signal

is s(n), and the discrete time channel response is h(n). The signal that reaches the receiver

is s(n)∗h(n). As previously mentioned, the time-reversed waveform is s(N−n)∗h(N−n),

where N is the maximum number of samples. The time-reversal waveform propagation

results in focusing of the RF signal at the initial source, y(n) = s(N − n) ∗ h(N − n) ∗ h(n),

where the last two terms form the autocorrelation of the channel response:

r(n) = h(N − n) ∗ h(n) =
∞∑

k=−∞
h(N − k) · h(n− k) (4.2)

When n = N , all the multipath components add in phase and the focused amplitude

results. In contrast, consider the following waveform:

r2(n) = h̃(N − n) ∗ h(n) (4.3)
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r2(n) =
L∑

k=−∞
h(N − k) · h(n− k) +

∞∑
k=L+1

(−1) · h(N − k) · h(n− k) (4.4)

In the above equation, the sum is split into two parts. In the first part, the time-reversal

waveform is the same as before. In the second part, time-reversal polarity has been changed.

This is equivalent to multiplying the time-reversal waveform with a window function as

shown in Fig. 4.7a. If L is selected so that the two terms in Eqn. 4.4 have the same magni-

tude, at the instant n = N they will cancel each other, minimizing the energy reaching the

receiver. Another way to achieve minimum energy at the target location is to flip the sign

of every other sample of the time-reversal waveform (Fig. 4.7b). So that when the time-

reversal signal reaches the receiver, each sample will be 180 degrees out of phase with the

previous sample. Fig. 4.8 and Fig. 4.9 show temporal and spatial time-reversal nulling and

compare them with the focusing signal. In the simulations, we have used both nulling

windows. They lead to different levels of nulling at the target location. In Fig. 4.8, the first

nulling window resulted in attenuation of the focusing signal by 20 dB while the second

nulling window reduced the focusing signal by 45 dB. Note that these nulling values are

valid for one single time-instant. Fig. 4.9 shows that similar nulling results are valid for

the spatial direction as well. By using conventional time-reversal, RF energy concentrates

around the target antenna location and as we move away the energy becomes less. In

the nulling case, we can produce a deep null at the target spot and as we move away the

energy level increases.

4.3.3 Performance of time-reversal system with bandwidth

When a single antenna is used, the degrees of freedom arise from the bandwidth of the

signal. Fig. 4.10 shows spatial focusing with bandwidths from 20 MHz to 1 GHz centered

at 2.45 GHz. For lower bandwidths, due to the limited degrees of freedom available from

the channel, the spatial sidelobes are quite strong. At 20 MHz for example, the spatial side-

lobe levels are as big as the focusing waveform. As we increase the frequency, the sidelobe
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Figure 4.7: Nulling windows that result in minimal energy at the initial source when used with
time-reversal. (a) The window equivalent to Equation 4.4, (b) window equivalent to reversing the
sign of every sample.
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Figure 4.8: Temporal nulling at the target antenna site using the nulling windows shown in Fig. 4.7.
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Figure 4.9: Spatial nulling at the target antenna site using the nulling windows shown in Fig. 4.7.

levels get smaller and the focusing waveform becomes more apparent. For example, us-

ing a bandwidth of 1 GHz, the peak-to-sidelobe ratio becomes as high as 13 dB. Fig. 4.11

shows the time-reversal temporal focusing with different bandwidths. The results suggest

that for lower bandwidths, the temporal focusing is poor and the side-lobes are dominant.

As we increase the bandwidth of the signal, temporal resolution becomes much sharper

and the sidelobes get attenuated. Fig. 4.12 shows the spatial and temporal nulling across

the same frequency band. We have used the nulling window as shown in Fig. 4.7a. The

results show that the window function that we applied before re-transmission of the time-

reversal waveform forces the mid-point to have as little power as possible. This minimum

is localized in space and time in a manner similar to the focused signal.

4.3.4 Performance of time-reversal system with different reflectivities

In this section, we present results obtained by varying the reflectivity of the end-cap of

the duct channel so that we obtain different amounts of dispersion in the channel. This is

equivalent to changing the number of scattering objects in a free space environment. By
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Figure 4.10: The performance of spatial time-reversal focusing with bandwidth.
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Figure 4.13: 90 % Coherence bandwidth with different reflectivity of the end-caps.

having different numbers of scattering objects in the medium, the power delay profile is

changed. In a duct channel, as outlined before there are three mechanisms that affect the

delay spread. These are intra-modal, inter-modal dispersion and multipath components.

By changing the reflectivity of the end-cap, we can change the multipath components and

change the delay spread of the medium. In the simulations, we have used the duct chan-

nel that was described before. The frequency bandwidth was set to 100 MHz with center

frequency of 2.45 GHz. The reflectivity of the end-caps of the duct was changed from 0

(open ended) to -1 (perfect reflector) with an increment of 0.1. Fig. 4.13 shows the co-

herence bandwidth of the channel with different reflectivity end-caps. With open ends

(reflectivity=0), the 90% coherence bandwidth is about 1.8 MHz, and with perfect reflector

(reflectivity=-1), the coherence bandwidth drops to 0.1 MHz. Delay spread is inversely

proportional to coherence bandwidth. Fig. 4.14 shows the temporal and spatial focusing

with different levels of reflectivity. The focusing waveform to side-lobe ratio gets better as

the medium becomes more reflective.
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Figure 4.14: The performance of spatial (a) and temporal (b) time-reversal nulling with different
reflectivity of the end-caps.
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4.4 Experimental Setup

Time-domain experiments were performed using a digital signal generator and vector sig-

nal analyzer. The bandwidth of the instruments used is limited to 40 MHz. To observe the

time-reversal effects, the channel response must be complex enough such that this band-

width can be divided into several subbands that are relatively uncorrelated. Such a chan-

nel is provided by the cylindrical duct cavity used for the experiments. The experiments

were done by using a 9.14 m long cylindrical duct with a diameter of 30.5 cm (see Fig. 4.15

and 4.16). The duct, simply a cylindrical waveguide, was made of galvanized steel with

conductivity σ = 106. Both ends were closed with steel caps, resulting in a highly disper-

sive medium. In this experiment, we used omni-directional quarter wavelength monopole

probe antennas with a center frequency of 2.45 GHz. In the time-reversal experiments,

we used the points A and B (see Fig. 4.15) on the duct to place transceiver antennas. The

antenna location B has multiple holes on the longitudinal and circumferential direction so

that the antenna can be moved to make range and cross-range resolution measurements.

There are a total of 13 antenna points on the duct spanning a distance of 33 cm in both

the longitudinal and circumferential directions. The spacing between the antenna points

was 3 cm. To have finer resolution around the reference point, we have 4 more antenna

positions, each one of them 1.5 cm away from the reference point. The channel frequency

response between point A and the mid-point on the B array is shown in Fig. 4.17a. The

duct channel, viewed as an over-moded waveguide at RF frequencies, has the multipath

richness through various propagating modes and reflections within the system. The mul-

tipath components in the cavity manifest themselves as frequency selective fading. The

impulse response of the channel is shown in Fig. 4.17b. The maximum delay spread is

approximately 2µs, and the RMS value is approximately 270 ns.

Due to the bandwidth limitation of the instruments available in the lab, we generated

a probing pulse that has 36 MHz frequency span (as shown in Fig. 4.18). The null-to-null

pulse width is 100 ns and pulse spacing is 10 µs. All the echoes from the transmitter reach
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Figure 4.15: Duct channel used as a cavity environment.

Figure 4.16: The duct that we used in the experiments. The range and cross range directions have
antenna locations by 3 cm intervals. There are additional 4 more antenna locations which are just
1.5 cm away from the mid-point.
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Figure 4.17: a) Frequency response of the channel b) The channel impulse response.

the receiver within this duration. The pulse spectrum, real and imaginary part of the pulse

and I-Q plot are shown in Fig. 4.19 as taken from the instruments.

As an in-phase component (I-data), this pulse is uploaded to an Agilent Digital Signal

generator (E4433B) and upconverted to a frequency of 2.45 GHz as shown in the signal

flow graph of Fig. 4.20. The RF signal propagates through the duct in multiple modes and

the dispersed waveform is captured with a probe antenna. The signal is downconverted

to 20 MHz by using an Agilent E8251A PSG-A as a local oscillator and Miteq TB02118LA1

mixer. The downconverted signal is digitized for the in-phase (I-channel) and quadrature

(Q-channel) components with the help of an Agilent 89610A vector signal analyzer. The

I and Q waveforms of the baseband received pulse are shown in Fig. 4.21a and b. The

time-reversed I and Q waveforms (Fig. 4.21c and d) are sent back from the same antenna.

Note that we change the sign of the Q-waveform to account for the phase conjugation of

the carrier frequency [63].

96



4.4. Experimental Setup

0 0.2 0.4 0.6 0.8 1
x 10−5

−0.5

0

0.5

1

Time (sec)

Ma
gn

itu
de

 (V
)

0 0.5 1 1.5 2
x 107

−30

−20

−10

0

Frequency (Hz)

Po
we

r  
(d

B)
Pulse−width= 100 ns 

3−dB Passband Bandwidth= 36 MHz

Duration= 10 µs 

Figure 4.18: The 100 ns pulse is generated in Matlab and uploaded to the signal generator.

4.4.1 Results and Discussions

After sending the time-reversed signal from transceiver A, we observe focusing both in

the longitudinal (Fig. 4.22) and circumferential (Fig. 4.23) directions at transceiver B. As we

move the probe antenna on the waveguide in either direction from the original location, we

can see that the signal loses its focusing effect. The degree of degradation can be found by

doing spatial correlation between all the neighboring points [96]. In the case of nulling, we

again use the same time-reversed waveforms (Fig. 4.21c and d). This time, we change the

polarity of part of the I and Q waveforms so that there will be destructive interference. We

have used both nulling windows described before. The experimental spatial and temporal

nulling results using the first nulling window (Fig. 4.7a) is shown in Fig. 4.24. Fig. 4.25

shows the temporal and spatial nulling results using the second nulling window as shown

in Fig. 4.7b. It can be seen that there is a null at the original point, and as the probe moves

away from the original point, the signal starts to become stronger. Fig. 4.26 compares

the focusing and nulling waveforms at the reference point. The first nulling algorithm
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Figure 4.19: The uploaded signal is up-converted to 2.45 GHz and through a short cable down-
converted to IF frequency of 20 MHz. a) Pulse spectrum, b) I-Q plot of pulse waveform, c) Time-
dependence of in-phase component, d) time-dependence of quadrature component of pulse.
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Figure 4.20: Digital signal generator and vector signal analyzer are used to transmit and receive
time-reversed signals.
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Figure 4.21: (a)-(b) The I and Q signals captured at the receiver. (c)-(d) Time reversed I and Q
waveforms transmitted back.
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Figure 4.22: Spatial and temporal focusing along the longitudinal direction on the waveguide.

attenuated the focusing signal by 20 dB, while the second one 12 dB.

4.5 Conclusions

Time-reversal systems have been generally constructed using multiple antennas. The main

reason for that is to utilize the spatial degrees of freedom. In this chapter, we have shown

that it is also possible to construct a time-reversal system using a single antenna. The

spatial and temporal microwave signal focusing and nulling have been shown using a

single antenna and the time-reversal method. The simulation results have shown that

time-reversal focusing depends on the bandwidth of the waveform and the reflectivity of

the medium. We have described a novel method of interference cancellation using a single

antenna. The multipath components in the duct have been utilized to cancel the signal

at the target location. The physical time-reversal experiments have been conducted in a

cylindrical cavity environment and we have demonstrated single antenna focusing and

nulling both in the longitudinal direction as well as in the circumferential direction. The

focusing and nulling waveforms were obtained using 36 MHz bandwidth at 2.45 GHz.

The single antenna interference cancellation schemes presented in this chapter can be used
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Figure 4.23: Spatial and temporal focusing along the circumferential direction on the waveguide.

Figure 4.24: Spatial and temporal nulling along longitudinal and circumferential directions using
the nulling window 1. a) Longitudinal direction b) Circumferential direction.
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Figure 4.25: Spatial and temporal nulling along longitudinal and circumferential directions using
the nulling window 2. a) Longitudinal direction b) Circumferential direction.
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Figure 4.26: Focusing and nulling waveforms at the original point. a) Nulling with window 1 b)
Nulling with window 2.
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for target detection algorithms in highly cluttered environments. The later topic will be

discussed further in Chapter 5.
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Chapter 5

Target detection using time-reversal

techniques

5.1 Introduction

In a conventional radar system, the signal emitted by a radar propagates through the

medium between the radar and the target, reflects from the target, and is received by

the radar antenna. The performance of the radar depends on the channel which can be

analyzed by considering two limiting scenarios. In the first one, the target is the only ob-

ject in the range of the radar, i.e. the channel impulse response is a delta function. The

optimum solution is achieved by using a matched filter approach. In the second case, a

large number of scattering objects exist in the channel so that the signal emitted by the

radar is scattered by these objects and the channel impulse response is now very complex.

When the channel propagation structure is complex, the performance of the matched filter

rapidly deteriorates. In complex scattering environments, time-reversal processing can be

used to focus the energy around the target and improve the detection performance of a

conventional radar system. In this chapter, we analyze target detection performance using

time-reversal techniques at RF frequencies. The time-reversal based detection schemes will

be examined that use a single antenna as well as multiple antennas. We will examine two
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methods using multiple antennas. The first one simply uses time-reversal to focus energy

on the target. The second method uses time-reversal nulling to first minimize the response

from the clutter. When the target enters into the medium, time reversal focusing is then

used to increase the energy on the target so that a stronger echo is obtained. This method

is called time-reversal adaptive interference cancellation technique (TRAIC) and has been

analyzed through simulations [65], and experimentation [68]. It utilizes an even number

of antennas and a time-reversal method to maximize energy on the target that enters into a

cluttered medium. The experimental results have shown that using the TRAIC algorithm,

we can improve the signal-to-noise ratio of the return-echo due to the target compared to

conventional change-detection radar. The detection performance of a target that is hiding

behind a metal object is also improved with the TRAIC algorithm. The TRAIC algorithm

was also implemented using a single antenna [66].

5.2 Single Antenna Time-Reversal Detection

5.2.1 Matched Filter in cluttered Medium

In the simplest case where there is only one target in the range of the radar, the channel

response can be characterized as

h(t) = a · ejθδ(t− t0) (5.1)

where a, θ and t0 are the channel gain, channel phase and the propagation time delay

respectively. The received radar signal due to an input signal s(t) is

r(t) =
∫ ∞

−∞
s(τ)h(t− τ)dτ + n(t) (5.2)

r(t) = a · ejθs(t− t0) + n(t) (5.3)
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Figure 5.1: The signal flow graph in matched filter detection.

where n(t) is complex additive white Gaussian noise. Equation 5.3 represents the received

signal when there is only a single object in the range of the radar and the object to the

antenna distance is c · t0/2, where c is the speed of light. The output SNR is defined as the

ratio of signal power received from the channel to the additive noise power. It is given as

SNRoutput =

∫ +∞
−∞ |r(t)|2dt∫ +∞
−∞ |n(t)|2dt

− 1 (5.4)

It is possible to improve this ratio by using a filter to emphasize the signal component.

It is well known that the optimal filter to improve the SNRoutput is a matched filter [97].

The general signal flow graph is shown in Fig. 5.1. The transmitted waveform propagates

through an environment and reflects from the objects in the medium and the echoes are

collected with the help of a receive antenna. Complex noise is added due to the receiver

circuitry. Then, the summed signal passes through a matched filter with an impulse re-

sponse given by

g(t) =

 k · s(T − t) 0 ≤ t ≤ T,

0 elsewhere.

where k is a constant. The matched filter simply correlates the received signal with the

original transmitted waveform. After matched filtering, a threshold is used to make the

decision as to whether or not there is an object in the medium. Since the matched filter is a

linear device, the received signal after the matched filtering can be divided into two parts:
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the signal component (ys(t)) and the noise component (yn(t)). The signal component ys(t)

can be described by

ys(t) =
∫ ∞

−∞
S(f)H(f)G(f)ej2πftdf (5.5)

ys(t) =
∫ ∞

−∞
S(f)aejθe−j2πft0kS∗(f)e−j2πfT ej2πftdf (5.6)

where S(f) is the Fourier transform of the transmitted waveform s(t), H(f) is the fre-

quency domain representation of the propagation channel, G(f) is the Fourier transform

of the matched filter response g(t). The maximum value of ys(t) happens at t = T + t0 and

is given as

max[ys(t)] = kaejθ

∫ ∞

−∞
|S(f)|2df (5.7)

The additive white complex noise n(t) has a power spectral density of N0/2. The power

spectral density of noise after the matched filter is equal to the power spectral density of

the input noise times the power spectral response of the matched filter. The power spectral

density of noise after the matched filter is given as

YN (f) =
N0

2
|G(f)|2 =

N0|S(f)|2

2
(5.8)

The average noise power yn(t) is therefore

E[yn(t)2] =
N0

2

∫ ∞

−∞
k2|S(f)|2df (5.9)

The maximum value of peak signal-to-noise ratio occurs at time t = t0 + T and the ratio is

given as

SNRmax =
|ys(t0 + T )|2

E[yn(t0 + T )2]
(5.10)
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SNRmax =
|kaejθ

∫∞
−∞ k2|S(f)|2df |2

E[N0
2

∫∞
−∞ |S(f)|2df ]

(5.11)

SNRmax =
2a2

∫∞
−∞ |S(f)|2df |

N0
(5.12)

SNRmax =
2a2Es

N0
(5.13)

where Es =
∫∞
−∞ |S(f)|2df is the signal energy of the transmitted waveform.

When the channel propagation structure is complex, the channel impulse response be-

comes

h(t) =
N−1∑
k=0

ak · ejθkδ(t− tk) (5.14)

where N is the number of multipath components. The matched filter transfer function

stays the same, as does the average noise power at the output of the matched filter. The

signal component changes to

ys(t) =
∫ ∞

−∞
S(f)

N−1∑
k=0

ak · ejθke−j2πftkkS∗(f)e−j2πfT ej2πftdf (5.15)

The maximum value of ys(t) happens at time t = T + tM , where tM is the delay of the

strongest multipath component that has amplitude aM and phase θM . In other words, the

decision device of Fig. 5.1 finds the peak value after the matched filter and compares to a

threshold level. We have used the experimental test setup described in Chapter 2 to test the

performance of a matched filter in various degrees of clutter. Measurements were made of

201 points between 4 and 6 GHz, using single transmit and receive antennas. The impulse

responses are obtained through IFFT of the complex channel frequency responses, and the

matched filter is implemented in the time-domain. The following steps were followed to
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Figure 5.2: The steps in the detection scheme. (a) The threshold level is calculated for a given false
alarm rate (FAR) (b) The peak-output of matched filter is compared with the threshold.

compute the performance.

1. An SNR value of -10 dB is chosen (as given by Eqn. 5.4).

2. In the absence of any object in the medium, the threshold levels are calculated for

different false alarm rates (FAR) between 0 and 1 (Fig. 5.2a).

3. In the presence of object(s) in the medium, the matched filtering operation is per-

formed and the peak is compared to the threshold level for a particular FAR (Fig. 5.2b).

If it is greater than the threshold, the target is detected, otherwise not. This process is

repeated 1000 times, each time with a different noise realization. The performance of

the detector is evaluated by computing the probability of detection PD for different

false alarm rates (FAR).

4. The detection probability of the matched filter is averaged over 20 channels with the

same channel configuration but different antenna position. 20 channels have been

chosen randomly among 100 channels measured for the 10 x 10 virtual antenna array

(Chapter 2).

The performance of the matched filter for various numbers of scattering objects is plot-

ted in Fig. 5.3. It is clear from this figure that the performance is the best in the case of
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Figure 5.3: The performance of matched filter with various numbers of scattering objects in the
field. The SNR is -10 dB.

single object in the channel. As we increase the number of objects in the medium, the

matched filter performance deteriorates. The matched filter performance saturates as the

number of scattering objects is increased. The performance of the matched filter using 30

scattering objects is very similar to the one using 58 scattering objects. This is due to the

density saturation effects described in Chapter 2.

The optimal detector would use a test statistic that is sampled from the output of a filter

matched to h(t)∗s(t), not to s(t). This is referred to as the matched field receiver. The prob-

lem with the matched field receiver is that it requires knowledge of the channel response

h(t) between the radar antenna and the target for every possible target position. This is

a difficult process that involves intensive field measurements or computations. Time re-

versal provides a practically feasible way of using the channel structure, without actually

modelling the channel or knowing explicitly the channel’s impulse response. In the next

section, we will describe a time-reversal based detection scheme in complex scattering en-

vironments.
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5.2.2 Energy Detector: Comparison of Time-reversal detection and Change De-

tection

Time-reversal is equivalent to phase-conjugation in the frequency domain. The energy

detector analysis will be carried out in the frequency domain. In the absence of the tar-

get, the clutter channel response is given by Hc(f). This is the background channel re-

sponse. When the target enters into the medium, the channel frequency response becomes

as Hct(f). This can be decomposed into a component due to clutter (Hc(f)) and a com-

ponent due to the target (Ht(f)). The target component also includes all higher order

scattering from the clutter to the target. In the following, we assume that we can null-out

the clutter and work only with the response from the target. The channel is assumed to

be stationary, i.e. the forward and backward channel frequency response is identical. The

forward and time-reversal channel responses can be written as

Y (f) = Ht(f) + N1(f) (5.16)

Z(f) = kY ∗(f)Ht(f) + N2(f) (5.17)

where N1(f) and N2(f) are additive white noise at the two ports and k is a back-propagation

constant that is used to make sure that the transmitted power is normalized in each cases.

In the above equation Y (f) is the waveform due to change detection and Z(f) is the time-

reversal waveform. The normalization of k will enable us to do a fair comparison of time-

reversal based detection schemes and conventional change detection schemes. k is given

by

k2
Q−1∑
q=0

|Y (fq)|2 = Q (5.18)
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where Q is the number of frequency components. The energy of the time-reversal based

detector can be calculated as

ETR =
Q−1∑
q=0

|Z(fq)|2 =
Q−1∑
q=0

|kY ∗(fq)Ht(fq) + N2(fq)|2 (5.19)

Similarly the energy for a change-detection scheme is

ECD =
Q−1∑
q=0

|Y (fq)|2 =
Q−1∑
q=0

|Ht(fq) + N1(fq)|2 (5.20)

In the high SNR scheme where |Ht(f)|2 >> |N(f)|2, the ratio of the time-reversal energy

to change detection energy is given by

R =
ETR

ECD
=

k2
∑Q−1

q=0 |Ht(fq)|4∑Q−1
q=0 |Ht(fq)|2

(5.21)

R =
ETR

ECD
=

Q
∑Q−1

q=0 |Ht(fq)|4

(
∑Q−1

q=0 |Ht(fq)|2)2
(5.22)

This ratio gives the advantage of time-reversal detection to change-detection. We now

examine the time-reversal based detection gain compared to change detection for two dif-

ferent channel conditions.

1. No scattering objects in the medium other than the target itself, where the target

channel response is perfectly flat i.e. Ht(f) = Aejθ.

R =
ETR

ECD
=

Q
∑Q−1

q=0 |A|4

(
∑Q−1

q=0 |A|2)2
=

Q(QA4)
(QA2)2

= 1 (5.23)

This shows that the time-reversal gain over change detection is just unity. The per-

formance of the time-reversal energy detector is exactly the same as the change de-

tection based energy detector.
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2. In the second case, the channel frequency response is assumed to follow a Gaussian

distribution with variance σ2. The expected value of even powers of the Gaussian

random variable (x) is given by [98]

E[|x|n] = 1 · 3 · · · (n− 1)σn (5.24)

The TR over CD energy gain of Equation 5.22 can also be written as

R =
ETR

ECD
=

E[|Ht|4]
|E[|Ht|2]|2

(5.25)

where

E[|Ht|4] = E[|x|4] = 3σ4 (5.26)

E[|Ht|2] = E[|x|2] = σ2 (5.27)

Therefore the TR-to-CD gain becomes

R =
ETR

ECD
=

3σ4

σ2σ2
= 3 (4.77dB) (5.28)

Thus, using a single antenna, a time-reversal based system can provide a 4.77 dB gain

over change detection. The actual performance of time-reversal gain depends on the

field distribution in the medium.

We have studied the performance of time-reversal detection schemes using experimen-

tal data that were presented in Chapter 2. The test statistics can be described as follows

a) Change Detection:

In the presence of a target

Y1(f) = Ht(f) + N1(f) (5.29)
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In the absence of a target

Y0(f) = N1(f) (5.30)

b) Time-reversal detection:

In the presence of a target

Z1(f) = k(Ht(f) + N1(f))∗Ht(f) + N2(f) (5.31)

In the absence of a target

Z0(f) = N2(f) (5.32)

By using 15 dielectric rods as clutter and a copper pipe as the target (see Fig. 5.4), the per-

formance of the time-reversal method is compared with change detection. Fig. 5.5 shows

the power distributions of noise, time-reversal and change detection signals using an SNR

of -7 dB and 0 dB. 201 frequency points have been used between 4 GHz and 6 GHz. In

the experimental setup, there are 100 available single pair channels (10 by 10 antenna ar-

ray). 20 of them have been used for averaging purposes which were selected randomly.

As the plot suggests, when the SNR is low (-7 dB), the change detection and time-reversal

power distributions approach to each other. This suggests that the time-reversal gain can

be observed more clearly for low false alarm rates (FAR). By using 0 dB of SNR, the dif-

ference between time-reversal and change detection becomes more visible. Fig. 5.6 shows

the mean power in noise, change detection and time-reversal signals using the set-up de-

scribed in Fig. 5.4. As the plot clearly shows, as the SNR gets bigger, the difference between

time-reversal and change detection becomes more visible. Fig. 5.7 shows the mean power

of noise, change detection and time-reversal waveform using different numbers of scatter-

ing objects and a single object as a target. The results show that as the medium becomes

more cluttered, the performance of time-reversal system gets better. The advantage of
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Figure 5.4: The experimental test setup. 15 scattering objects (dielectric rods) and a target (a copper
pipe) are placed in the channel.

time-reversal based detection over change detection is more visible at higher SNR values.

In the absence of any scattering objects in the medium, change detection and time-reversal

power are supposed to be the same, but the target object has some slight frequency depen-

dencies across the 2 GHz band which produce small dispersions in the time-domain. That

is why the time-reversal power is slightly greater than that of change detection.

The time-reversal based detection suffers from back-propagated noise. At low SNRs,

the performance of time-reversal based detection becomes close to change detection. The

main reason for that is the back-propagation constant k is matched to Ht + N1 instead of

Ht. When the noise becomes bigger than the signal, noise affects the back-propagation

constant. If we can eliminate the back-propagated noise by averaging or if we multiple

the back-propagated constant k taking into account the signal component only, we can

considerably improve the detection performance of a time-reversal system. Another way

to eliminate noise is through filtering in the time-domain. If the approximate range of

scattering and target environment is known, a filter can be designed to filter out the noise

components outside the expected range. This can considerably reduce the noise power in
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Figure 5.5: The normalized histogram of noise, change detection and time-reversal signal power
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Figure 5.7: The mean value of noise, change detection and time-reversal signal powers using dif-
ferent numbers of scattering objects in the medium.

the time-reversal waveform. To explore this, we compared the performance of the energy

detector in several cases where the only difference was due to the back-propagated noise.

In the experiments, we have used different numbers of scattering objects to test the energy

detector of time-reversal and change detection. In each case, the target was a 1.27 cm

diameter copper pipe placed on the same location (as shown in Fig. 5.4). The scattering

objects were 3.2 cm diameter solid dielectric rods. We have used 1,3,15,20, and 46 scattering

objects at the points as indexed in Table 5.1. 201 frequency points have been used between

4-6 GHz. An SNR of -10 dB is used in all cases. Three cases were considered:

a) Noise present in the back-propagated waveform as given by Equation 5.31. The

performance of the energy detector is shown in Fig. 5.8. The performance of time-reversal

and change detection are very close to each other, time-reversal performing a little better.

b) A filter is designed in the time-domain to cancel the noise terms outside the expected

duration of the scattering response. The time-domain pulse was between 0 and 100 ns.

The minimum first arrival time is 15 ns, and we estimated that the significant echos in
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Table 5.1: The positions of scattering objects on Fig. 2.23 and Fig. 2.24

Number of Scatterers The index of objects from Fig. 2.23 and Fig. 2.24
1 21
3 10,36,19

15 1,10,11,15,23:25,28,29,31,33,39,40,43,44
20 1,4,7,10,11,15,19,23:26,28,29,31,33,36,39,40,43,44
46 1:46

the medium are about 30 ns. So the filter passes everything between time intervals 15 ns

and 45 ns and rejects outside this range. Since noise is randomly distributed across 100 ns

time-duration but echos due to target are limited to a range of 30 ns between 15 ns and 45

ns, we have eliminated a big part of the noise from the time-reversal waveform. Fig. 5.9

shows the performance of the energy detector using the filter as described above. The

filter clearly improved the detection performance of the time-reversal system compared to

change detection.

c) The background noise is completely removed through averaging, or the back-propagation

constant is matched only to the signal component (Fig. 5.10). The results show that as the

number of scattering objects is increased, the performance of change detection stays the

same, while time-reversal detection scheme gets better. In all three cases, time-reversal per-

forms better than change detection, but the performance improves as the back-propagated

noise is cancelled from the system. Another important point is that we have used 201 fre-

quency points to implement the energy detector. This greatly removes the uncertainty in

the noise, permitting detection using -10 dB of SNR. Designing the detector based on in-

creasing numbers of frequency measurements lowers the SNR requirement. Each time the

number of independent measurements is increased, the noise variation gets smaller. This

is similar to doing averaging in the time-domain. The details of single antenna detection

using various time-reversal algorithms and analytical expressions have been presented in

[69].
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Figure 5.8: The performance of time-reversal based detection and change detection using different
numbers of scattering objects in the medium.

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

False Alarm Rate (FAR)

Pr
ob

ab
ilit

y 
of

 D
et

ec
tio

n 
(P

D)

(TR) 46−S
(TR) 20−S
(TR) 15−S
(TR) 3−S
(TR) 1−S
(TR) 0−S
(CD) 46−S
(CD) 20−S
(CD) 15−S
(CD) 3−S
(CD) 1−S
(CD) 0−S

Figure 5.9: The performance of time-reversal based detection and change detection using different
numbers of scattering objects in the medium. A filter is designed in the time-domain to remove the
noise outside the expected duration of the scattering response, (15-45 ns).
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Figure 5.10: The performance of time-reversal based detection and change detection using different
numbers of scattering objects in the medium. The back-propagated noise is ignored.

In the simplest case, where we have a wide-band power detector (like a diode detector),

the total power in the passband is measured instead of individual frequencies. In the

presence of a target in the medium, the total return power across the band is measured. In

the absence of the target in the medium, the total noise power of the wide-band detector

is measured, which increases in proportional to the total bandwidth. In this detection

scheme, there is a single measurement, hence the noise is more random compared to the

previous case. We have tested the performance of the single-carrier power detector in

three scattering environments: no multipath, moderate multipath, and extreme multipath.

In the first one, there is no scattering object in the medium. A copper pipe is the only

target in front of the radar system (Fig. 5.11a). The second one has moderate multipath

components in the presence of 58 dielectric rods as the scattering channel (Fig. 5.12a). The

last one is the extreme multipath case, where we placed a 5 cm long metal stub target inside

a duct cavity. The duct cavity produces extensive echos due to the target (Fig. 5.13a).

The detection performances of these three cases have been computed and compared

with change detection results. There is no gain of time-reversal system over change de-
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Figure 5.11: The performance of time-reversal based detection and change detection in the presence
of single target in the medium. No scattering objects. False Alarm Rate is 1%.
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Figure 5.12: The performance of time-reversal based detection and change detection in the presence
of 58 scattering objects in the medium. False Alarm Rate is 1%.
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5.2. Single Antenna Time-Reversal Detection

Figure 5.13: The performance of time-reversal based detection and change detection in a multipath
rich duct channel. The target is a 5 cm long 0.3 cm diameter metal cylinder. False Alarm Rate is 1%.
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5.2. Single Antenna Time-Reversal Detection

tection in the first channel where there are no scattering objects in the medium. The

time-reversal performance is exactly the same as that of change detection (Fig. 5.11b).

Fig. 5.12b shows the performance of time-reversal detection to change detection in the

moderate multipath channel. The SNR requirement of change detection stays the same,

while time-reversal curve shifted to the left by 1.6 dB. Time-reversal thus provides a 1.6

dB improvement over change detection in this environment. In the extreme multipathing

case, the time-reversal curve is shifted even further to the left (Fig. 5.13b). The resulting

performance improvement is 4.8 dB over change detection.

5.2.3 Peak Detector

The detection scheme can also be designed in the time-domain as a peak detector. The

time at which the waveform focuses is determined in advance. If the time-domain signal

is sampled at the focusing time-instant, this can be compared with the noise to determine

the presence or absence of a target. Similarly, the peak of the change detection scheme

can be used to compare with the noise level to decide about whether a target exists in the

medium. The time-domain change detection can be written as

yCD(t) = ht(t) + n(t) (5.33)

The peak value is

yCD(t)|peak = max(|ht(t) + n(t)|) (5.34)

Similarly, the time-domain waveform of time-reversal signal is

zTR(t) = k(ht(T − t) + n(T − t)) ∗ ht(t) + n2(t) (5.35)
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Figure 5.14: The distribution of noise, change detection peak and time-reversal peak power.

The peak of TR occurs at time t = T .

zTR(t)|peak =
∫

k(ht(T − τ)ht(T − τ) + n(T − τ)ht(T − τ))dτ + n2(T ) (5.36)

The distribution of noise power, TR peak power and CD peak power is shown in Fig. 5.14.

The threshold value is chosen for FAR of 1%. The performance of time-reversal and change

detection peak detector is compared on Fig. 5.15. Using 46 dielectric rods in the medium,

the time-reversal peak detectors provides a 4.7 dB improvement over change detection.

The performance of time-reversal and change detection are very similar when there is

only one scattering object in the medium. Compared to the energy detector results that

were presented in the previous section, peak detector based time-reversal systems result

in greater gain compared to change detection systems.

5.3 Multiple Antennas

The performance of time-reversal focusing can be improved using multiple antennas. By

using multiple antennas, the focusing peak gets bigger compared to change detection and
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Figure 5.15: The probability of detection as a function of SNR for different numbers of scattering
objects in the medium. False alarm rate is 1%.

the detection performance is improved. Fig. 5.16 shows the peak values of change de-

tection and time-reversal using a single antenna and 10 antennas in an array. The results

show that using 10 antennas, the TR-to-CD peak ratio is 8 in the case of just the target in

the medium, and 20 when there are 46 additional scattering objects in the medium.

5.3.1 Time Reversal Adaptive Interference Canceller (TRAIC) for EM Wave

Target Detection in Cluttered Environment

The TRAIC detection algorithm relies on the nulling of the medium. By using the time-

reversal method with multiple antennas, we can minimize undesired echos due to scatter-

ing objects in the field. Co-phased pulses are first emitted from each one of the antennas

in the transmit array. After scattering from the objects in the medium, the receive anten-

nas capture the echo-signals. The received signals are time-reversed and sent back to the

medium. They undergo similar reflections and coherently add up at the original source

points. By inverting the polarity of alternating time-reversed signals before retransmis-

sion, we can null out the medium. That is, signals from even numbered antennas will add
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Figure 5.16: Multiple antennas improve the peaks of time-reversal waveforms compared to change
detection waveforms.
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coherently, signals from odd numbered antennas will add coherently but the combination

of the odd and even signals will be 180 degrees out of phase, resulting in minimal signal

strength at the original source points. Thus, the cluttered environment has been nulled.

If any reflective object (target) appears in the field, the re-transmission of the modified

time-reversal signal causes a reflection corresponding to the target. The experiments were

conducted using 2 scattering objects and a target as shown in Fig. 5.17. In the set-up, we

used 4 by 4 antenna arrays for the transmitter and receiver. In the TRAIC algorithm, there

is a four-step process to decide whether there is a target in the field or not [65]. These

steps along with the experimental considerations are explained below. Note that in this

section, we have tested the performance of the TRAIC algorithm using the computational

time-reversal method based on the measured forward channel response.

1. The first step is to record the channel Green’s function through experimentation

(Fig. 5.17). By putting all the scatterers in the field (without a target), we record

the channel response. With the elements in the array fed with identical phase, a bea-

con signal is transmitted from each one of the transmit antennas simultaneously (A1

through A4). The amplitude and phase of the received signal at each array element

on the receive side (B1 through B4) are recorded over the frequency range 4-6 GHz.

This gives a frequency domain measurement of the Greens function of the channel

to each array element.

2. The B-array antennas are then used to transmit the conjugate phase of the measured

Greens function. On the receive side (A-array), the returned signals are recorded

and summed. This process ensures that the signal is focused at the original source

(Fig. 5.18). If we change the polarity of every other antenna on the B-array, and send

the phase-changed time-reversed signals with B1(+), B2(-), B3(+), B4(-), then we will

have a nulling effect instead of focusing. The time-reversed signals are sent to the

field with different polarities from each one of the antennas. The electromagnetic

fields try to avoid the scatterers and minimum energy reaches back to the receive
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Figure 5.17: The experimental setup of clutter and target’s position among the clutter.

antennas (A-array) (Fig. 5.18).

3. We repeat the previous step with the target in the field. The time-reversed signals

avoid the scatterers and concentrate around the target, causing a stronger echo to

appear at the receive antennas.

4. Next, we subtract the nulling signal obtained with target and without target, and

take the time-reverse of the difference and send this signal from the transmitters (B-

array). The time-reversed difference signal will avoid all scatterers and focus just

around the target and result in a stronger echo on the A-array after summed through

all 4 antennas (Fig. 5.19).

Fig. 5.19a is the impulse response and Fig. 5.19b is the frequency response waveforms

of TRAIC and change detection. The TRAIC power across the 2 GHz band is 11 dB big-

ger than change detection power. The performance of TRAIC has been tested in a rich

scattering channel where there were 46 dielectric rods and a copper pipe as the target.

The experimental setup is shown in Fig. 5.20. Fig. 5.21 shows the focusing and nulling

of clutter using all 4 antennas (2nd step in TRAIC algorithm), Fig. 5.22 is the final TRAIC

waveform as compared to change detection. The TRAIC resulted in 8.5 dB improvement
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Figure 5.18: The focusing and nulling in the clutter channel.
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Figure 5.19: The final TRAIC and Change Detection waveforms obtained in (a) time-domain (b)
frequency domain.
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Figure 5.20: The experimental setup of clutter and target’s position among the clutter.

in radar return power from target compared to change detection scheme. The perfor-

mance of the TRAIC algorithm has also been tested in a channel where the target is hiding

behind a metal duct (Fig. 5.23). There are dielectric rods, and copper pipes in addition to

the 15.3 cm diameter duct in the channel. The target is a 1.27 cm diameter copper pipe that

is placed just behind the duct. There is no line of sight from the antenna array to the target.

In the absence of the target, the focusing and nulling waveforms are shown in Fig. 5.24.

The return signal due to TRAIC is shown in Fig. 5.25 along with change detection return.

It is clear from the time-domain and frequency domain waveforms that TRAIC results in

a stronger return compared to change detection. The power gain of TRAIC over change

detection is about 6 dB.

5.4 Conclusion

We have shown that time-reversal methods can be used to design detection schemes that

can work better in a cluttered medium. Single antenna time-reversal experiments have

shown that the gain of the time-reversal based detection scheme is related to channel clut-

ter. The more scattering the channel provides the better is the time-reversal gain. The

matched filter performance deteriorates as the medium becomes more cluttered, while
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Figure 5.21: The focusing and nulling in the clutter channel.
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Figure 5.22: The final TRAIC and Change Detection waveforms obtained in (a) time-domain (b)
frequency domain.
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Figure 5.23: 15.3 cm diameter duct is placed in the range of the antennas and a 1.27 cm copper pipe
is placed just behind the duct. There is no line of sight from the any elements of 4 by 4 antenna
array.

20 40 60 80
−0.02

−0.01

0

0.01

0.02

Time (ns)

M
ag

nit
ud

e 
(V

)

TR focusing
TR nulling

Figure 5.24: The focusing and nulling in the clutter channel where target is hiding behind the duct.
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Figure 5.25: The final TRAIC and Change Detection waveforms obtained in (a) time-domain (b)
frequency domain.

time-reversal works better as the channel becomes more cluttered. The detection scheme

can be designed in the frequency domain as well as in the time-domain. The number of

frequency measurements determines the minimum SNR requirement. As the number of

samples increases, the required SNR becomes lower. So there is a trade-off between the

complexity of the radar and the SNR required. The experimental results have shown that

as the scattering environment gets more random, time-reversal detection gain improves

compared to conventional change detection. We have observed a 1.6 dB improvement in

SNR in a laboratory environment where we have used 58 dielectric rods as scatterers and

a copper pipe as the target. In a multipath rich duct channel, the time-reversal based de-

tection scheme resulted in 4.8 dB improvement over change detection. The time-domain

peak detector along with the time-reversal method provided a greater gain compared to

the time-reversal based energy detector. Using multiple antennas along with time-reversal

methods results in a significant additional gain of time-reversal over conventional change

detection. The peak of the time-reversal waveform improves as the number of antennas

is increased. Experimental verification of a multiple antenna detection algorithm has been

explained that uses time-reversal nulling methods. The clutter channel is first nulled and

the RF energy is re-directed towards the target that enters into the medium. TRAIC algo-
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rithm resulted in a significant improvement of SNR of the echo due to the target compared

to conventional change detection schemes.
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Chapter 6

Conclusions and Future Work

Time-reversal techniques show significant promise for improving the detection perfor-

mance of a radar system. Time-reversal methods utilize the multipath components in the

medium and focus electromagnetic waves within a region on the order of a wavelength

in extent. Time-reversal system performance depends on three main parameters. These

are multipath components in the medium, the bandwidth of the waveform and the num-

ber of antennas in the time-reversal array. As any one of them gets bigger, time-reversal

produces a sharper focusing signal both in time and in space. In this thesis, we have experi-

mentally demonstrated different aspects of time-reversal techniques using electromagnetic

waves. As stated earlier, the main goal was to be able to use electromagnetic time-reversal

methods for detection of targets in highly cluttered channels. We have demonstrated by

experiments the gains achieved by electromagnetic time-reversal techniques over conven-

tional radar methods to focus radar beams, to null the clutter environment and finally to

detect targets in highly scattering environments. In this thesis, the main principles of time-

reversal systems have been studied and the clutter channel has been analyzed to assess the

feasibility of time-reversal methods in a laboratory environment.
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6.1 Summary of Contributions

1. Experimental characterization of a controlled scattering environment and extrac-

tion of the main parameters for a time-reversal system

The 50% correlation bandwidth of the 1.44 m2 scattering channel saturates

around 140 MHz at 5 GHz. The multipath components in the medium are char-

acterized by coherence bandwidth. Multiple experimental setups were prepared

for measuring the scattered fields of a target/scatterers layout for subsequent post-

processing to do target detection or imaging. In the case of a single object in the

channel, the coherence bandwidth started with an average value of 850 MHz and as

the number of scattering objects was increased, the correlation bandwidth became

smaller. In the presence of 20 scattering rods in the medium, the correlation band-

width reached the minimum average value 120 MHz, and saturated around 140 MHz

with additional scattering rods.

We observed that the correlation bandwidth of the “clutter+target” channel

is very similar to that of the “target only” channel after clutter subtraction. Con-

sequently, once we characterize the clutter medium we can predict the correlation

bandwidth of the target-only response. Since the correlation bandwidth directly af-

fects the time-reversal focusing quality, we conclude that if we analyze only the clut-

ter channel, we can estimate the performance of a time-reversal system. We also ob-

served a relationship between the inter-scatterer spacing and the time-reversal gain

over change detection. When the inter-scatterer spacing becomes 4 wavelengths or

less in our experiments, time-reversal system performance is observed to saturate.

Time-reversal focusing saturates based on bandwidth to correlation band-

width ratio. The number of frequency samples needed can be estimated by using

the correlation bandwidth. In the presence of 30 scattering objects in the medium,

14 samples is enough in the 4-6 GHz frequency range to get the maximum time-
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reversal gain.

We have developed a Green’s function based propagation software to ana-

lyze wave propagation in complex media. The software assumes point targets and

includes first and secondary reflections from the objects in the channel. Higher order

reflections are ignored. The advantage of this software tool is that the simulation

time is independent of area of the scattering objects. The simulation time is depen-

dent only on the number of scattering objects in the medium. Time-reversal focusing

and the correlation bandwidth of various scattering environments have been stud-

ied using this software. We have concluded that correlation bandwidth depends on

the area over which the scattering objects are distributed. The larger the area, the

lower the correlation bandwidth.

The correlation distance is about 10 cm at 5 GHz if there are more than 6

scattering objects in the 1.2 m x 1.2 m area. Correlation distance determines the

minimum spacing of antennas in a time-reversal array. In the case of a single object

in the medium, the correlation distance was 35 cm and as the medium gets cluttered,

the value dropped to 10 cm, approximately 2 wavelengths.

2. Wide-band physical time-reversal experiment

We have constructed a wideband physical time-reversal system using the phase-

conjugation approach in the frequency domain. The system used a 4 by 4 antenna

array. The experiments were conducted using 1.5 GHz bandwidth between 4 and

5.5 GHz. We have demonstrated physical wideband time-reversal focusing and

nulling in a laboratory environment.

3. Wide-band computational time-reversal experiment

By using omni-directional antennas and a 2-D grid, we have studied wide-
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band time-reversal focusing and nulling performance in a complex laboratory en-

vironment. The effects of bandwidth and number of antennas on temporal and

spatial focusing have been researched through experimental measurements. The im-

pact of noise has also been studied, showing that focusing can be achieved with SNR

values as low as -4 dB.

4. Focusing on 7 spots using 6 antennas and 2 GHz bandwidth

We have demonstrated focusing at 7 spots on the 2-D grid using 6 antennas

and 2 GHz bandwidth.

5. Time-reversal nulling using zero-forcing approach

Using experimental data, we have shown a zero-forcing time-reversal system,

where we obtained a very deep nulling spot on the 2-D grid.

6. Single antenna time-reversal nulling in a cavity environment

We have developed a novel algorithm that can be used to achieve nulling

using a single antenna. The nulling algorithm utilizes the multipath components in

the medium to cancel the signal at the source point.

7. Electromagnetic time-reversal focusing and nulling simulations in a

waveguide channel

We used a waveguide channel simulator and studied super-resolution focus-

ing and nulling performance of time-reversal methods in a waveguide environment.

The temporal and spatial focusing and nulling have been explored. The effects of

bandwidth and the reflectivity of the end-caps have been analyzed.
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8. Demonstration of single antenna time-reversal focusing and nulling in longitudi-

nal and circumferential directions in a cylindrical duct

Using a single antenna, the focusing and nulling waveforms were obtained in

the longitudinal and circumferential directions in a circular waveguide.

9. Detection performance of an experimental time-reversal radar system

We have analyzed the time-reversal and change detection performance at var-

ious SNR′s. Using a wideband energy detector, the time-reversal system perfor-

mance is the same as change detection in the absence of clutter. As the multipaths in-

crease in the environment, time-reversal performance improves compared to change

detection. The difference between time-reversal and change detection became more

apparent for higher SNR values. The time-reversal energy gain has been derived

for two extreme channels that have (a) flat frequency response and (b) completely

random frequency response. The gain in the former case was unity while in the

latter case 4.77 dB. We have also developed a detection scheme based on time-

domain peaks. The time-reversal peak time is known in advance through system

design. The waveform is sampled just at that focusing instant and compared with

the change detection peak.

10. Experimental verification of TRAIC algorithm

Measurements with different numbers of scatterers have been post-processed

using the Time Reversal Adaptive Interference Cancellation method (TRAIC). The

results show that the TRAIC algorithm also improves performance over change de-

tection in a cluttered medium.
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6.2 Future Work

There are many important topics that need to be explored regarding the target detection

problem using electromagnetic time-reversal methods. Some of these topics are summa-

rized below.

1. Extend the experiments to outdoor environment

The experiments can be extended to outdoor channels where there are trees

and other scattering objects with irregular shapes. Targets can be hidden under trees,

or buried as in the case of mines. The detection performance of time-reversal schemes

should be analyzed in those realistic channels.

2. Determination of target location, imaging, and identification

Another important topic that we did not explore is target location using time-

reversal methods. This can be through imaging of the complete medium, or imaging

of the medium after clutter is subtracted. Another way that may potentially give the

location of the target is to analyze time-reversal waveforms from multiple antennas.

Can time-reversal techniques improve the ability to identify a target as well as detect

it?

3. Simultaneous focusing and nulling using time-reversal methods

In this thesis, we have shown that we can focus RF energy simultaneously at

7 spots using just 6 antennas. Can we focus RF energy at some spots and simultane-

ously null other spots using the time-reversal techniques?

4. Target detection using time-reversal nulling in a cavity environment
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We experimentally demonstrated time-reversal focusing and nulling in a cav-

ity channel. Signal nulling can be used to facilitate detection of the presence of any

object that is brought into the cavity. Consequently, any slight change in the medium

indicates the presence of the target. Zero-forcing time-reversal is particularly effec-

tive at generating deep nulls. Can time-reversal nulling improve target localization

as well as detection in a cavity?

5. Improved Nulling Schemes

Do other nulling schemes exist that yield deeper nulls and/or increase the

time-span of the null?

6. The performance of time-reversal based radar systems when a large target is em-

bedded among small scatterers

So far we have studied the time-reversal performance using objects that have

relatively similar radar cross sections. In contrast, consider a large tank surrounded

by trees, leaves etc., so that there is a big difference between the radar cross section

of the target and clutter objects. How will time-reversal methods perform in this

case? The weak scattering between a large target and the clutter can possibly be

emphasized using some type of custom filter.

7. The imaging of extended targets

Can time-reversal methods enable imaging the back side of a target embedded

in clutter?

8. Polarization effects in the E-M experiments
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The polarization of antennas can be used to improve the multipath compo-

nents of an antenna system and may positively affect time-reversal system perfor-

mance.

9. The impact of coupling between antennas in an antenna array

The time-reversal methods work better if the antenna elements are omni-

directional so that the waves arrive to the source antenna from all directions pro-

ducing super-resolution. However, with omnidirectional elements, mutual coupling

between the elements can be significant. Just as with conventional phased array

antennas, this mutual coupling must be taken into account when determining the

required element excitations.
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Appendix A

Experimental Setup

The frequency domain experiments have been conducted using an Agilent E8358A Vec-

tor Network Analyzer. A vector network analyzer (VNA) is an instrument which mea-

sures the complex transmission and reflection characteristics of two-port devices in the

frequency domain. It does this by sampling the incident signal, separating the transmitted

and reflected waves, and then performing ratios that are directly related to the reflection

and transmission coefficients of the two-port. Frequency is swept to rapidly obtain am-

plitude and phase information over a band of frequencies of interest. The s-parameter

representation is the most common format used to represent VNA measurements. The s-

parameters S11 and S21 can be interpreted as the input reflection coefficient and forward

transfer coefficient (gain or loss) under the conditions that the source and load impedances

represent perfect Zo (e.g. 50 Ohm) matches. Likewise S22 and S12 can be interpreted as

the output reflection coefficient and reverse transfer coefficient (gain or loss) under the

conditions that the source and load impedances represent perfect (e.g. 50 Ohm) matches.

User calibration is necessary to correct for cable losses, to correct for non-matched condi-

tions, and to establish phase reference planes. In our experiments, we have recorded S21

transmission coefficients across 4 GHz to 6 GHz using 201 frequency points. The phase

reference planes were at the antenna terminals. At each frequency, 0 dBm of power was

transmitted from the source and the signal power and phase were recorded at the other
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Figure A.1: The schematics of multistatic radar experimental setup.

terminal. The IF bandwidth was 5 kHz. The lower the IF bandwidth, the lower is the noise

floor. The sweeping time was 42 msec.

The experimental setup is shown in Fig. A.1. The height of the scattering rods were

2.4 m. We have used 2 pairs of linear stages (Velmex MB25 Unislide) and rotary stages

(Velmex B5990TS). We used horn antennas on the rotary stages that are rotated towards

the scattering objects. Antennas were moved by 10.16 cm between measurements. We

marked 10 points on rail A and 10 points on rail B. The first point is when both antennas

are on the upper side of the rails (Fig. A.1). The antenna on rail A stays on the same point

while the antenna on rail B moves all 10 points marked on rail B and after that returns back

to the starting point and antenna on rail A moves by 10.16 cm to the next point. At the end,

we have 100 channel measurements of the scattering objects in the medium. Each channel

measurement has 201 frequency points. So for each set of experiment, we recorded a 100 x

201 complex channel matrix for post-processing.
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