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Motivation: frequency control 
Synchronous network 

!  All buses synchronized to same nominal 
frequency (US: 60 Hz) 

!  Supply-demand imbalance " frequency 
fluctuation 

Frequency regulation 
!  Generator based 
!  Frequency sensitive (motor-type) loads 

Controllable loads 
!  Do not react to frequency deviation 
!  … but intelligent 
!  Need active control – how? 

 



dynamic model 
e.g. swing eqtn 

sec min 5 min 60 min day year 

primary 
freq control 

secondary 
freq control 

power flow model 
e.g. DC/AC power flow 

Frequency control 

economic 
dispatch 

unit  
commitment 

Frequency control is traditionally done on generation side 



dynamic model 
e.g. swing eqtn 

sec min 5 min 60 min day year 

primary 
freq control 

secondary 
freq control 

Advantages of load-side control 

Distributed loads can supplement 
generator-side control 
!  faster (no/low inertia!) 
!  no waste or emission 
!  more reliable (large #) 
!  localize disturbance 

It’s about supply-demand balance, but synchronous 
frequency helps 
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FIGURE 1: The Energy Marketplace
sophisticated computational ability available in small,
economical packages. These developments will make it
possible to communicate between customer and supplier and
to control electric power systems in highly sophisticated
ways.

The philosophy of Homeostatic Utility Control can offer
a set of advantages of both "supply follows demand" and
"demand follows supply" while avoiding the majority of their
major pitfalls. It offers a continuous accommodation of the
utility and customer to achieve stability and to minimize
costs through a price-guided process involving independent
choices by all parties.

Basic Structure

Homeostatic Utility Control requires three distinct
functional developments or adaptations for its successful
implementation. The first is a short-term mechanism which
can operate to balance the supply and demand in a time
frame less than five to ten minutes. Within current Utility
Generation systems this function is generally fulfilled by
governor and AGC action in central power plants which
cause supply to follow demand. An alternative, lower-cost
approach which causes demand to follow supply is based on a
Frequency Adaptive Power Energy Rescheduler (FAPER). A
FAPER is a frequency-responsive switching device which
will control significant energy (as opposed to power)
consuming loads. An example of such a load would be an
electric melt pot in a processing plant or, at a residential
scale, an electric heating or hot water system. The basic
principle of the FAPER is rescheduling uses of electricity in
which the demand is for an average rather than an
instantaneous condition. The FAPER will turn the device
off and back on as a function of the utility's ability to
provide energy.

The second concept required for Homeostatic Utility
Control is that of a mechanism by which consumers can pay
a price for electricity which reflects, over time, the true
current cost of the energy which they are receiving. This
Energy Marketplace, in Figure 1, contains three classes of
actors: first, the Customer who purchases power from the
Marketplace or sells excess generation to it, second, the
Utility Generation which is a supplier of electricity to the
Marketplace, and, third, the utility Marketing System which

acts as a broker for the electricity. The Marketing System
is responsible for transmission and distribution and billing
and metering transactions required both to distribute the
electrical energy and to record the time and quantity of
energy supplied and consumed; it is also a repository for
information concerning the cost of generation and the
willingness of the consumer to buy electricity at a given
price. As will be discussed in greater detail in the sections
which follow, the Marketplace operates under a set of "spot
prices" for the energy which reflect both the capital and
operating costs during any given period of time. The spot
price becomes, therefore, the currency which both
establishes the level of demand on the part of the sum of the
customers and guarantees the supplier a fair return on the
energy generated during the time period.

The third concept in Homeostatic Utility Control is the
requirement for a device or set of devices which can provide
the communication and recording functions critical to the
operation of a system with high variability in the critical
variables such as cost and price. The Marketing Interface to
Customer (MIC) capable of maintaining and billing against
variable spot prices as well as acting to credit a consumer

with significant "storage" through FAPERs installed in his
system. A MIC varies in complexity as a function of
application and expected energy usage from large systems
for industry to relatively simpler systems which could be
installed in an individual residence.

It is important to conclude this general discussion of
Homeostatic Utility Control with one negative caveat. The
system has never been tried, and detailed analysis is just
getting started. As of the time of writing, plans are to
carry on beyond discussing concepts with utilities and with
academic colleagues to the construction of FAPERs and
MICs and to the completion of some detailed engineering
and economic analyses.

THE FREQUENCY ADAPTIVE POWER
ENERGY RESCHEDULER

A FAPER is activated by changes in the frequency of
the electric powery system above and below the standard 60
Hz. The FAPER provides a new type of low-cost,
short-term, lossless storage adaptable to the power system.
FAPERs operate on loads which require energy rather than
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Homeostatic utility control : 
•  freq adaptive loads 
•  spot prices 
•  IT infrastructure Schweppe et al (1979, 1980) 
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Abstract— This paper addresses design considerations for 

frequency responsive Grid FriendlyTM appliances (FR-GFAs), 
which can turn on/off based on frequency signals and make 
selective low-frequency load shedding possible at appliance level.  
FR-GFAs can also be treated as spinning reserve to maintain a 
load-to-generation balance under power system normal operation 
states.  The paper first presents a statistical analysis on the 
frequency data collected in 2003 in Western Electricity 
Coordinating Council (WECC) systems. Using these frequency 
data as an input, the triggering frequency and duration of an FR-
GFA device with different frequency setting schemes are 
simulated.  Design considerations of the FR-GFA are then 
discussed based on simulation results.  

 
Index Terms—Grid FriendlyTM appliances, load frequency 

control, load shedding, frequency regulation, frequency response, 
load control, demand-side management, automated load control. 

I. INTRODUCTION 

RADITIONALLY, services such as frequency regulation, 
load following, and spinning reserves were provided by 

generators.  Under a contingency where the system frequency 
falls below a certain threshold, under-frequency relays are 
triggered to shed load to restore the load-to-generator balance.  
In restructured power systems, the services provided may be 
market based.  Because load control can play a role very 
similar to generator real power control in maintaining the 
power system equilibrium, it can not only participate in under-
frequency load shedding programs as a fast remedial action 
under emergency conditions, but also be curtailed or reduced 
in normal operation states and supply energy-balancing 
services [1][2][3].  

Grid FriendlyTM appliances (GFAs) are appliances that can 
have a sensor and a controller installed to detect frequency 
signals and turn on or off according to certain control logic, 
thereby helping the electrical power grid with its frequency 
control objectives. Refrigerators, air conditioners, space 
heating units, water heaters, freezers, dish washers, clothes 
washers, dryers, and some cooking units are all potential 
GFAs.  Survey [4] shows that nearly one-third of U.S. peak 
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load capacity is residential (Fig. 1a).  The residential load can 
be categorized into GFA and non-GFA loads. Based on a 
residential energy consumption survey (Fig. 1b) conducted in 
1997, 61% of residential loads are GFA compatible. If all 
GFA resources were used, the regulation ability of load would 
exceed the operating reserve (13% of peak load capacity) 
provided by generators.   

 
(a) 

 
(b) 

Fig. 1. (a) Load and reserves on a typical U.S. peak day, (b) Residential load 
components. [4] 

Compared with the spinning reserve provided by 
generators, GFA resources have the advantage of faster 
response time and greater capacity when aggregated at feeder 
level.  However, the GFA resources also have disadvantages, 
such as low individual power load, poor coordination between 
units, and uncertain availabilities caused by consumer comfort 
choices and usages. Another critical issue is the coordination 
between regulation services provided by FR-GFAs and 
generators. Therefore, whether FR-GFAs can achieve similar 
regulation capabilities as generators is a key issue to be 
addressed before one can deploy FR-GFAs widely.   

As a first step to evaluate the FR-GFA performance, a 
research team at Pacific Northwest National Laboratory 
(PNNL) carried out a series of simulations which focused on 
studying the individual FR-GFA performance to obtain basic 
operational statistics under different frequency setting 

Design Considerations for Frequency 
Responsive Grid FriendlyTM Appliances 
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Design Considerations for Frequency 
Responsive Grid FriendlyTM Appliances 

Ning Lu, Member, IEEE and Donald J. Hammerstrom, Member, IEEE 

T US: 
operating reserve:  13% of peak 
total GFA capacity: 18% 

Lu & Hammerstrom (2006), PNNL 

•  Residential load accounts 
     for ~1/3 of peak demand 
•  61% residential appliances 
     are Grid Friendly 



Small demo: PNNL 

PNNL Grid Friendly Appliance Demo Project  
(early 2006 – March 2007) 
 

•  150 clothes dryers, 50 water heaters 
•  Under-frequency threshold: 59.95 Hz (0.08% dev) 
•  358 under-freq events during project, lasting secs – 10 mins 
•  All GFA detected events correctly and loads shedded as 

designed, despite wide geographical distribution 
•  Survey reported no customer inconvenience 

Hammerstrom et al (2007), PNNL 

PNNL-17079 

 1.8

from the controlled appliance.  Remaining output pins were assigned to facilitate testing and 
troubleshooting, but these additional signals were not used for appliance control. 

 

 
Figure 1.3.  GFA Controller Board used in the Grid Friendly Appliance Project 

 

The output of the GFA controller is simply a binary signal.  Appliance load current did not flow 
through any part of the controller board.  The binary output signals were used to control the relay 
switches in the control modules for water-heater loads.  For the dryers, optically isolated versions of the 
controllersW output signals were sent to WhirlpoolWs communication processors, where they were then 
translated into WhirlpoolWs proprietary serial protocol and sent to and understood by the dryersW 
microcontrollers. 

1.6 GFA Controller Firmware 
The firmware operation of the GFA controller was designed and implemented on the equivalent of an 

Altera EPM7128BTC100-10 FPGA.  A hardware gate design approach was used to achieve an efficient 
implementation using the limited number of FPGA macrocells.  The block diagram of the FPGA 
firmware is shown in Figure 1.4. 



model can be formulated as a minimum variance controller
that computes changes in thermostat setpoint required to
achieve desired aggregated power responses.

Fig. 7 depicts one of the central results of the paper.
The top panel of the figure shows two lines. The first is the
zero-mean high-frequency component of a wind plant’s
output plus a direct current (dc) shift equal to the average
demand of the TCL population under control. The second
line is aggregate demand from the controlled population
(in this case, 60 000 air conditioners), where they are
subjected to shifts in their temperature setpoint as shown
in the bottom panel of the figure (these shifts are dictated
by the minimum variance controller). The middle panel of
the figure shows the controller error, which is relatively
small.

In Section III-D, load controllability was discussed in
the context of availability and willingness to participate.
These concepts are implicitly taken into account in the
hysteretic form of control associated with thermostats. As
the temperature nears either end of the deadband, a TCL
becomes available for control. It becomes increasingly
willing to participate in control as the temperature
approaches the switching limit. However, once the TCL
has switched state (encountered the deadband limit), it is
temporarily no longer available for control.

Assuming relatively constant ambient temperature, the
controllability of a large population of TCLs will vary little
over time. However, large temperature changes affect the

availability of TCLs for control. For example, a significant
drop in ambient temperature would eventually result in far
fewer air conditioning loads. System operations would
need to take account of such temporal changes in load
controllability.

B. Plug-In Electric Vehicles
PEVs are expected to comprise around 25% of all

automobile sales in the United States by 2020 [59]. At
those penetration levels, PEVs will account for 3%–6% of
total electrical energy consumption. It is anticipated that
most vehicles will charge overnight, when other loads are
at a minimum. The proportion of PEV load during that
period will therefore be quite high. Vehicle charging tends
to be rather flexible, though must observe the owner-
specified completion time. PEVs therefore offer another
excellent end-use class for load control.

Motivated by the control strategy for TCLs developed
in [33], a hysteretic form of local control can be used to
establish system-level controllability of PEV charging
loads. The proposed local control strategy is illustrated in
Fig. 8. The nominal SoC profile is defined as the linear
path obtained by uniform charging, such that the desired
total energy Etot is delivered to the PEV over the period
defined by owner-specified start and finish times. The
nominal SoC profile lies at the center of a deadband; for
this example, the deadband limits are given by

!þðtÞ ¼ SoCðtÞ þ 0:05Etot

!%ðtÞ ¼ SoCðtÞ % 0:05Etot (1)

where SoCðtÞ is the nominal SoC at time t.
When the charger is turned on, the SoC actually

increases at a rate that is faster than the nominal profile, so

Fig. 7. Load control example for balancing variability from

intermittent renewable generators, where the end-use functionVin

this case, thermostat setpointVis used as the input signal.

See [33] for more details.

Fig. 8. Hysteresis-based PEV charging scheme.

Callaway and Hiskens: Achieving Controllability of Electric Loads

Vol. 99, No. 1, January 2011 | Proceedings of the IEEE 195

Callaway, Hiskens (2011) 
Callaway (2009) 

Can household Grid Friendly 
appliances follow its own PV 
production? 

Dynamically adjust  
thermostat setpoint 

•  60,000 AC 
•  avg demand ~ 140 MW 
•  wind var: +- 40MW 
•  temp var: 0.15 degC 
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Network model 

i

Pi
m

generation 

di + d̂i
loads:  

controllable + freq-sensitive 

j

xij
reactance 

i : bus/control area/balancing authority 



Network model 

DC approximation 
!  Lossless network (r=0) 
!  Fixed voltage magnitudes 
!  Reactive power ignored 
!  Do not assume small angle difference 

 
 

Pi
m

i

j
Pij

di + d̂i



Dynamic model 
 

Swing equation on bus i  

frequency 

Mi ωi = Pi
m −Pi

e

mechanical 
power 

electrical 
power 

Pi
m

Piji

j

!  Newton’s 2nd law 
!  Variables: deviations from nominal values 

 

di + d̂i



Dynamic model 
 

Swing equation on bus i  

Mi ωi = Pi
m −Pi

e

Pi
m

i

j

Pi
e := di +Diωi   +  Pij

i~ j
∑

controllable 
loads 

 branch 
power flow 

freq-sens 
loads 

Pij

di + d̂i



Dynamic model 
 

Swing equation on bus i  

Mi ωi = Pi
m −Pi

e
Pi
m

i

j

Pi
e := di +Diωi   +  Pij

i~ j
∑

Pij

Pij = bij ωi −ω j( )

bij = 3
Vi Vj

xij
cos θi

0
− θ j
0( ) linearization around nominal 

di + d̂i



swing dynamics 

Network model 
Generator bus (may contain load):  
 
ωi = −

1
Mi

di +Diωi −Pi
m + P ij− Pji

j→i
∑

i→ j
∑

$

%
&&

'

(
))

Pij = bij ωi −ω j( )               ∀ i→ j

0 = di +Diωi −Pi
m + P ij− Pji

j→i
∑

i→ j
∑

Load bus (no generator):  

Real branch power flow: 
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Frequency control 

ωi = −
1
Mi

di +Diωi −Pi
m + P ij− Pji

j→i
∑

i→ j
∑

$

%
&&

'

(
))

 0 = di +Diωi −Pi
m + P ij− Pji

j→i
∑

i→ j
∑

Pij = bij ωi −ω j( )               ∀ i→ j

Suppose the system is in steady state 
 
 
and suddenly … 

ωi = 0    Pij = 0



Given: disturbance in gens/loads 
 
Current: adapt remaining generators 

!  to re-balance power 
!  (and restore nominal freq, zero ACE)   

 
Our goal: adapt controllable loads 

!  to re-balance power 
!  while minimizing disutility of load control 

 

Frequency control 

Pi
m

di



Frequency control 

ωi = −
1
Mi

di +Diωi −Pi
m + P ij− Pji

j→i
∑

i→ j
∑

$

%
&&

'

(
))

 0 = di +Diωi −Pi
m + P ij− Pji

j→i
∑

i→ j
∑

Pij = bij ωi −ω j( )               ∀ i→ j

current 
approach 

proposed 
approach 

this talk: ignores generator-side control 



How to design feedback control law 

Load-side controller design 

ωi = −
1
Mi

di +Diωi −Pi
m + P ij− Pji

j→i
∑

i→ j
∑

$

%
&&

'

(
))

 0 = di +Diωi −Pi
m + P ij− Pji

j→i
∑

i→ j
∑

Pij = bij ωi −ω j( )               ∀ i→ j

di = Fi ω(t),P(t)( )



Control goals 

!  Rebalance power 
!  Resynchronize/stabilize frequency 
!  Restore nominal frequency 
!  Restore scheduled inter-area flows 

 

Load-side controller design 

ωi = −
1
Mi

di +Diωi −Pi
m + P ij− Pji

j→i
∑

i→ j
∑

$

%
&&

'

(
))

 0 = di +Diωi −Pi
m + P ij− Pji

j→i
∑

i→ j
∑

Pij = bij ωi −ω j( )               ∀ i→ j

Zhao, Topcu, Li, Low 
TAC 2014 

Mallada, Low 2013 



Desirable properties of  

!  simple, scalable 
!  decentralized/distributed 

Load-side controller design 

ωi = −
1
Mi

di +Diωi −Pi
m + P ij− Pji

j→i
∑

i→ j
∑

$

%
&&

'

(
))

 0 = di +Diωi −Pi
m + P ij− Pji

j→i
∑

i→ j
∑

Pij = bij ωi −ω j( )               ∀ i→ j

di = Fi ω(t),P(t)( )



Proposed approach: forward engineering 

!  formalize control goals into OLC objective 
!  derive local control as distributed solution 

 

Load-side controller design 

ωi = −
1
Mi

di +Diωi −Pi
m + P ij− Pji

j→i
∑

i→ j
∑

$

%
&&

'

(
))

 0 = di +Diωi −Pi
m + P ij− Pji

j→i
∑

i→ j
∑

Pij = bij ωi −ω j( )               ∀ i→ j
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Motivation 
 

Dynamic network model 
 

Load-side frequency control 
!  Primary control 
!  Secondary control 

 

Simulations 
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min       ci di( )+  1
2Di

d̂i
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∑
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i
∑  = Pi

m

i
∑

Optimal load control (OLC)  

uncontrollable 
load 

demand = supply 
across network 

controllable 
load 
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Optimal load control (OLC)  

min       ci di( )+  1
2Di

d̂i
2

!

"
#

$

%
&

i
∑

over     loads dl ∈ dl,dl)* +,,   d̂i

s. t.      di +  d̂i( )
i
∑  = Pi

m

i
∑ demand = supply 

across network 

uncontrollable 
load 

controllable 
load 

disturbances 



Theorem 
 

   swing dynamics 
+ frequency-based load control  
= primal-dual algorithm that solves OLC 

!  Completely decentralized 
!  Not need explicit communication 
!  Not need detailed network data 
!  Exploit free global control signal 

 

Punchline 

… reverse engineering swing dynamics 



Recall OLC 

freq-sens 
load 

demand = supply 
across network 

controllable 
load 

min       ci di( )+  1
2Di

d̂i
2

!

"
#

$

%
&

i
∑

over     loads dl ∈ dl,dl)* +,,   d̂i

s. t.      di +  d̂i( )
i
∑  = Pi

m

i
∑



swing dynamics (recap)  

Punchline 

ωi = −
1
Mi

di (t)+Diωi (t)−Pi
m + Pij (t)− Pji (t)

j→i
∑

i→ j
∑

$

%
&&

'

(
))

Pij = bij ωi (t)−ω j (t)( )         

load control 

di (t) := ci
'−1 ωi (t)( )"# $%di

di
active control 

implicit  



Theorem 
 

system trajectory 
 

converges to 
 

!                is unique optimal load control 

!         is unique optimal for DOLC 
!         is optimal for dual of DOLC 

 

Punchline 

d(t),  d̂(t),  ω(t),  P(t)( )
d*,  d̂*,  ω*,  P*( )     as  t→∞

d*,  d̂*( )
ω*

P*

Zhao, Topcu, Li, Low, TAC 2014 



Theorem 
 

system trajectory 
 

converges to 
 

!                is unique optimal load control 

!         is unique optimal for DOLC 
!         is optimal for dual of DOLC 

 

Punchline 

d(t),  d̂(t),  ω(t),  P(t)( )
d*,  d̂*,  ω*,  P*( )     as  t→∞

d*,  d̂*( )
ω*

P*

Load-side primary frequency control works ! 

Zhao, Topcu, Li, Low, TAC 2014 



Implications 
!  Freq deviations contains right info on 

global power imbalance for local decision 

!  Decentralized load participation in 
primary freq control is stable 

!      : Lagrange multiplier of OLC 
        info on power imbalance 
 
!      : Lagrange multiplier of DOLC 

  info on freq asynchronism 

ω*

P*



!  Rebalance power 
!  Resynchronize/stabilize frequency 
 
!  Restore nominal frequency 
!  Restore scheduled inter-area flows 

 

Recap: control goals 

Yes 

Yes 

No 

No 
ω* ≠ 0( )

Proposed approach: forward engineering 

!  formalize control goals into OLC objective 
!  derive local control as distributed solution 
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!                is unique optimal load control 
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Punchline 

d(t),  d̂(t),  ω(t),  P(t)( )
d*,  d̂*,  ω*,  P*( )     as  t→∞

d*,  d̂*( )
ω* = 0

Load-side secondary frequency control works ! 

Mallada, Low 2014 
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Simulations 

Dynamic simulation of IEEE 68-bus system 

 

•  Power System Toolbox (RPI) 
•  Detailed generation model 
•  Exciter model, power system 
    stabilizer model 
•  Nonzero resistance lines 
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6. NUMERICAL ILLUSTRATIONS

We now illustrate the behavior of our control scheme and
compare it with the one previously proposed in (Zhao
et al., 2013). We consider the widely used IEEE 39 bus
system, shown in Figure 5, to test our schemes. The
network parameters as well as the stationary starting point
were obtained from the Power System Toolbox (Chow and
Cheung, 1992) data set.

Each bus is assumed to have a controllable load with
D

i

= [�dmax, dmax], with dmax = 1p.u. on a 100MVA base
and disutility function

c

i

(d
i

) =

Z
di

0

tan

Å
⇡

2dmax
s

ã
ds

= �2dmax

⇡

ln

Å����cos
Å

⇡

2dmax
d

i

ã����
ã
.

Thus, d
i

(�
i

) = c

0
i

�1(!
i

+ �

i

) = 2d
max

⇡

arctan(!
i

+ �

i

). See
Figure 2 for an illustration of both c

i

(d
i

) and d

i

(�
i

).

Throughout the simulations we assume that the aggregate
generator damping and load frequency sensitivity param-
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value of these parameters does not a↵ect convergence, but
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in general will a↵ect the convergence rate. We simulate
the OLC-system proposed in (Zhao et al., 2013) as well as
the FP-OLC-system (25)-(26), after introducing a pertur-
bation at bus 1 of Pm

1 = �.5p.u.. Figures 3 and 4 shows
the evolution of the bus frequencies for the OLC and FP-
OLC systems. It can be seen that while the OLC load
controllers fail to recover the nominal frequency, the FP-
OLC controllers can jointly rebalance the power as well as
recovering the nominal frequency.
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Fig. 3. Frequency evolution using OLC controllers of (Zhao
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Fig. 4. Frequency evolution using FP-OLC controllers

Finally, we evaluate the “social” cost that the loads must
incur in order to resynchronize the system. To compute
this cost we vary the perturbation P

m

1 between �10 and
10 and compute for each point the cost di↵erence
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solutions to OLC and FP-OLC respectively when the
size of the perturbation is P
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1 . Similarly, we can denote
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1 ) as the value of the optimal frequency when OLC
is used. Figure 5 the cost �C(Pm

1 ) as a function of
!

⇤(Pm

1 ) and show how there is an additional “social” cost
associated with maintaining the frequency to its nominal
value.
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