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Abstract— This paper discusses a new model of energy con-
sumed in information-processing that can help analyze tradeoffs
in energy consumed locally and globally in massive parallel
computations. The model, called the “Information-Friction
Model,” captures the energy required to move information.
The model is inspired by the classical Newtonian friction
model: just as there are frictional losses associated with moving
masses on a surface, there are frictional losses associated
with moving information on a computational substrate (be it
massive amount of communication between servers or on-chip
communication). This circuit-inspired model is more physical
(and hence more intimately connected to energy consumption)
than the traditional computation models (namely, the Turing
machine model and Yao’s communication-complexity model),
and easier to analyze than earlier VLSI-inspired models. Using
this model, we argue that fundamental changes are required in
design and implementation of networks in BigData processing
systems, including data-centers, to minimize energy consump-
tion. For many problems, we provide both fundamental limits
on computation and communication energy, as well as strategies
that approach these fundamental limits.

I. INTRODUCTION
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Fig. 1. Just as there is energy associated with moving masses on a
surface, there is energy associated with moving information on a substrate
(e.g. metal wires on silicon). The “information-friction” model, depicted
here and proposed by the author in [1] captures this energy in a relevant
yet analyzable fashion.

The works that led to the foundations of the fields of com-
puter science and communications, namely, Turing’s work
on computability and the Turing machine [2], and Shannon’s
work on information theory [3], led to revolutions in these
fields and are in many ways responsible for the digital
revolution that affects our lives so deeply. Nevertheless,
modern communication systems and computation systems
— and our major concerns with these systems — have
come a long way from those that motivated these beautiful
models and works. One particular disconnect has been en-
ergy: Turing was motivated by the notion of computability
and complexity, but not directly with energy. For Shannon,
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A Shannon-theoretic view of code-performance
focuses on just the transmit power

This figure, taken from presentations used in 10 Gbase-T 
standardization [Rao et al.], shows that the code-choice was 

guided by principles in traditional information theory.
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Fig. 2. The figure shows how traditional transmit-power-focused Shannon-
theoretic view was used in code-choice in 10 GBASE-T standardization.
The figure on the top is the famous Shannon “waterfall” curve [4],
and the one on the bottom is from [5]. Our work has shown that this
view can be misleading when choosing codes that minimize transmit +
encoding/decoding/processing power [4]. The message is: ECC-choice must
depend on, or adapt to, the communication distance.

energy was a concern, but the energy of computation required
at the transmitting and receiving ends did not matter. The
communication devices of the time were the telephone, the
television, the telegraph, etc., (tele: greek word that means
“far off”) which all communicate at long distances: distances
where over-the-air transmit power dominates any power
consumed in the processing circuitry. But the focus on energy
has changed the game.
Let’s take a concrete example. The strategies for communi-
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cation in data-centers have been chosen based on how close
they operate to the Shannon limit (see Fig. 2). Recent theo-
retical results [1], [4], [6], [7] and empirical observations [8],
[9] show that in such situations, operating close to the
traditional information-theoretic limits (Shannon’s “channel
capacity”) — which minimize just the transmit energy — can
be highly inefficient from a system-level (i.e., total) energy-
perspective.
Does this energy matter on a global scale? Data-centers
themselves consume about 2% of the world electricity, larger
than the total electrical energy consumption of most coun-
tries. Within a data-center, 15-20% of power (and, in some
cases, even up to 50% [10]) is consumed in networking [11].
Thus, even from a world-energy standpoint, networking in
data-centers is a non-negligible fraction of the total electrical
energy consumption.
Our results have shown that the joint transmit + circuit
energy minimization [9] can reduce energy consumption in
communication systems significantly at short distances. But
can we say something about computation more broadly?
Indeed, our recent results (in progress) show that redesign
of computational networks for the problem of sorting a set
of elements could reduce energy consumption significantly.
Since problems of this nature occur significantly in BigData
computation, there’s hope that this approach can help under-
stand how low power consumption in massive computation
can be.
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